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Abstract
Ablation studies provide insights into the relative contri-
bution of dierent architectural and regularization compo-
nents to machine learning models’ performance. In this pa-
per, we introduce AutoAblation, a new framework for
the design and parallel execution of ablation experiments.
AutoAblation provides a declarative approach to dening
ablation experiments on model architectures and training
datasets, and enables the parallel execution of ablation trials.
This reduces the execution time and allows more comprehen-
sive experiments by exploiting larger amounts of computa-
tional resources. We show that AutoAblation can provide
near-linear scalability by performing an ablation study on
the modules of the Inception-v3 network trained on the
TenGeoPSAR dataset.

CCS Concepts: • Computing methodologies → Model
development and analysis; Machine learning.
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Figure 1. Example trial congurations for model ablation
(up) and feature ablation (bottom). Yellow highlighting indi-
cates a “component” that is removed for the trial.

1 Introduction
Inspired by how the mammalian brain works, Deep Neural
Networks (DNNs) have been at the forefront of recent break-
throughs in Articial Intelligence. Since the early 19th cen-
tury, a surgical procedure called an ablation study has been
developed to understand the role of dierent components of
the brain [3]. An ablation study involves removing a specic
part of the brain of a mammal, and observing any resulting
changes in its behavior. Given our limited understanding of
brain function, this black-box approach has helped identify
regions in the neocortex that are specialized for controlling
specic behaviours and the relative contribution of brain
regions to global function.

Similar to brains, we lack models to understand the func-
tion of Deep Learning (DL) systems at both the macro and
micro levels. As such, black-box experiments that modify
model architectures while observing system performance
oer an approach to help improve our understanding of a
DL system. An ablation study in DL involves measuring the
performance of a network after removing one or more of its
components to help understand the relative contribution of
the ablated components to overall performance [24]. Dataset
features and model components (e.g., layers) are notable ex-
amples of ablatable components, but any design choice or
module of the system can be considered in an ablation study.

https://doi.org/10.1145/3437984.3458834
https://doi.org/10.1145/3437984.3458834
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In this setting, we consider the execution of an ablation
study on a given DL model or dataset as a single experi-
ment consisting of several trials, where each trial involves
removing one or more model or dataset building blocks, e.g.,
layers or features. We distinguish two kinds of ablation trials,
namely, model ablation trials and feature ablation trials, de-
pending on what kind of block is ablated in the trial: model
components (e.g., layers or modules), or dataset features,
respectively. Each model ablation trial involves training and
evaluating a model with one or more of its components (e.g.,
layers) removed (Figure 1, (up)). Similarly, a feature abla-
tion trial involves training and evaluating the model using a
dierent subset of features in the dataset (Figure 1, (bottom)).

Over the years, many Machine Learning (ML) papers have
included ablation studies [2, 9–11, 22]. Moreover, following
the recent trend towards explainable and interpretable ML
systems, several recent works [13, 17], discuss how ablation
studies can lead to more explainable ML models. However,
it can be observed that a signicant part of the ML research
community still regards performing ablation studies to be
unnecessary, and when researchers publish or propose new
model architectures or training procedures, they may at-
tribute the resulting gains only to the changes they have
made to a base model architecture or training procedure,
without performing any ablation studies that would allow
to identify and quantify the actual impact of each of these
proposed changes [13].

Based on our observations, two main reasons for this over-
sight are: (i) performing ablation studies requires maintain-
ing redundant copies of code that each correspond to a dif-
ferent conguration of the model or the dataset, and (ii)
evaluating these dierent congurations requires extra time
and compute resources. Looking closer at these challenges,
however, reveals trivial yet interesting characteristics of abla-
tion studies. When talking about the existence of redundant
copies of code for ablation trials, we can observe that these
copies are almost identical, except for the part related to the
specic ablation trial. Moreover, executing a set of ablation
trials is an embarrassingly parallel task.

In this work, we exploit the above characteristics to design
and develop a framework to overcome the aforementioned
challenges. Our framework, AutoAblation, is based on the
concept of the distribution oblivious training function [16],
in which we decouple model creation and dataset creation
functions from the training function. This decoupling allows
us to (i) eliminate the need for maintaining redundant copies
of code for ablation trials, and (ii) provide distribution trans-
parency for ML developers so the code that is developed for
execution of ablation trials on a single host can easily be
executed in parallel on a cluster of machines. This practice
has recently enjoyed increased adoption in the community,
as can be seen in the programming model of libraries such
as PyTorch Lightning [8] and Keras Tuner [19].

With AutoAblation, we introduce a novel way to de-
ne and parallelize the execution of ablation studies for (i)
DL model architectures, and (ii) training datasets. By decou-
pling model creation and dataset creation from the training
function, we have come up with a simple and declarative
Application Programming Interface (API) that eliminates the
need for maintaining redundant copies of code for ablation
studies. Furthermore, our framework enables parallel exe-
cution of ablation trials without requiring the developers to
modify their code, which leads to shorter study times and
better resource utilization. To the best of our knowledge, this
is the rst framework that provides support for the speci-
cation and parallel execution of ablation studies for DL. We
demonstrate the usability and scalability of AutoAblation
through three common scenarios in which ablation studies
may be performed.

2 Preliminaries
In this section we provide a formal denition of ablation
studies in DL, and describe the parallel execution of trials.

2.1 A Formal Denition of Ablation Study
Given a training dataset 𝐷 and a model𝑀 , in training of the
model, we aim to optimize its parameters with regards to
an objective function (e.g., Mean Squared Error or Binary
Cross-Entropy) using an iterative optimization algorithm
(e.g., Stochastic Gradient Descent). In practice, developing a
performant DL model requires many design decisions and
trying out several congurations 𝐶 . The goal of an ablation
study is to investigate the relative contribution of each of
these congurations to the performance of the model. A
conguration can be a dataset conguration 𝐶𝐷 or a model
conguration 𝐶𝑀 .
The dataset conguration describes what features of a

given dataset we need to exclude for training. For a dataset
𝑋 with 𝑛 features, 𝐶𝐷 (𝑋, {𝑥}) indicates that the features in
{𝑥} should be excluded during training themodels. For exam-
ple,𝐶𝐷 (𝑋, {𝑥1, 𝑥3, 𝑥4}) means to skip features 1, 3, and 4, and
use the rest of the features to train the models. Similarly, the
model conguration illustrates the architecture of a model.
To be more precise, for a given model𝑀 with 𝑘 components,
𝐶𝑀 (𝑀, {𝑚}) means to exclude the listed components in {𝑚}
during training𝑀 . A component can be a layer, a set of neu-
rons, a lter, and so on. For example, if𝑀 is a Convolutional
Neural Network (CNN) with two convolution layers (𝑐1 and
𝑐2), one pooling layer in between (𝑝1), and one dense layer at
the end (𝑑1), then 𝐶𝑀 (𝑀, {𝑐1, 𝑝1}) means to remove the rst
convolution layer and the pooling layer from 𝑀 and train
the model with the rest of component, i.e., {𝑐2, 𝑑1}.

We dene a study 𝑆 as a set of either dataset congurations,
𝑆𝐷 = {𝐶𝐷 }, or model congurations, 𝑆𝑀 = {𝐶𝑀 }. For exam-
ple, 𝑆𝑀 = {𝐶𝑀1 ,𝐶𝑀2 , · · · ,𝐶𝑀𝑧

} means to train the model 𝑀
with 𝑧 dierent model congurations, such that in training



AutoAblation: Automated Parallel Ablation Studies for Deep Learning EuroMLSys’21, April 26, 2021, Online, United Kingdom

with conguration 𝐶𝑀𝑖
, we only consider the components

of the model 𝑀 , which are not listed in that conguration.
We call the execution of an study as an experiment, which
consists of several trials, where each trial corresponds to a
conguration. Given the set of components that are to be ab-
lated in an ablation experiment, an ablation policy species
the trials that constitute the experiment. An ablator, in turn,
is an implementation of an ablation policy that materializes
the trials of the experiment. A simple policy could be to re-
move (exclude) one component per each trial. This is perhaps
the most common form of performing ablation studies, and
we refer to it as Leave-One-Component-Out (LOCO) ablation.

2.2 Parallel Execution of Trials
Over the last few years, several ML and DL frameworks and
libraries have been introduced, such as TensorFlow [1], Py-
Torch [20], and Keras [5]. To make model ablation possible,
the underlying DL framework should provide ways for ex-
porting conguration representations of the models, and
ways to distinguish dierent components. All of the above
mentioned frameworks fulll this requirement, e.g., Keras
enables developers to set the name parameter for layers of a
DNN, and export the conguration representation of a model
in various formats, such as JSON.

The above mentioned frameworks, however, lack support
for parallel and distributed execution of DL experiments
consisting of independent trials. For example, TensorFlow
and PyTorch provide distributed training capabilities for
single models, but practitioners are often left building their
own solutions to parallelize their experiments. Therefore,
eorts have beenmade either to develop new frameworks for
distributing DL workloads (e.g., Ray [18]), or to use existing
distributed processing engines for DL workloads.
Among big data processing frameworks, Apache Spark

[29] has been the target of several such eorts [4], as it has
become an industry standard for data processing and en-
gineering tasks. TensorFlowOnSpark [28] runs distributed
training of a single model with TensorFlow within a Spark
job, where each task within this job will serve as a worker
process. However, mapping each trial in an experiment to
a Spark task results in poor resource utilization, as running
iterative jobs on Spark follows the Bulk Synchronous Par-
allel (BSP) execution model. Stages in Spark introduce task
synchronization barriers, and for jobs to proceed to a new
stage, all tasks (trials) from the previous stage have to be
completed. In case of ablation studies, some trials may take
signicantly longer time to train due to their congurations,
i.e., their specic model architecture, or the dataset subset.
Hence, asynchronous execution of trials on an Apache Spark
cluster would be highly desirable.
Maggy [15] is a framework for asynchronous execution

of trials on Apache Spark clusters. Maggy launches a single
Spark job for the whole experiment, and on each Spark ex-
ecutor, one long running task will be run to execute the trials.

Once the evaluation of a trial is nished (or stopped) on an
executor, the same task on the executor will be reinitialized
with a new trial conguration. A Controller thread, run-
ning on the driver side, is responsible for generating new trial
congurations. Depending on the nature of the experiment,
the Controller can include an optimizer (for hyperparame-
ter tuning experiments), or an ablator (for ablation studies).
Currently, Maggy supports asynchronous, parallel execu-
tion of hyperparameter tuning experiments [15], and with
AutoAblation we extend it to also support ablation study
experiments.

Through a communication model based on non-blocking
Remote Procedure Calls (RPC), once the job is launched
(or an executor nishes an assigned trial), the executors
can communicate with the driver and poll the controller for
new trials independent of other executors. This removes the
barrier (synchronization step) imposed by the BSP execution
model, leading to increased resource utilization as well as
reduced total run-time of experiments.

3 AutoAblation
Currently, AutoAblation supports model ablation and fea-
ture ablation of DNNs. Model ablation is possible in form
of individual layers, groups of layers, and modules (e.g., an
Inception module), and feature ablation is possible in form of
individual features or groups of features. To address the two
challenges of (i) redundant code maintenance, and (ii) e-
cient parallel execution of ablation trials, we exploit the fact
that the training logic remains largely unchanged between
dierent trials. When we want to investigate the contribu-
tion of dierent components of a DL model to its overall
performance, we have to construct dierent variants of the
model architecture and apply the same training logic on
these variants, using the same training data. Similarly, if we
are interested in the importance of each feature of our train-
ing dataset, we use dierent combinations of the features to
train the same model, using the same training logic.

Following the above observations, the programmingmodel
of AutoAblation is based on the decoupling of the model
creation and dataset creation from the training logic. In other
words, instead of having model creation, dataset creation,
and training logic in a single block of code, the user wraps the
training code in a function that is parameterized by dataset
creation and model creation functions. This decoupling and
parameterization allows the framework to automatically gen-
erate and replace parts of the logic that are specic to each
trial. Performing an ablation experiment in AutoAblation
consists of three steps1: (i) dening the training components
(including model creation and dataset creation), (ii) dening
the ablation study, and (iii) executing the ablation trials in
parallel. We will explain this workow, as shown in Figure 2,
in the following subsections.

1See https://maggy.readthedocs.io/ for the API documentation.
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Dataset Creation

Define the Ablation Study Launch the Experiment

Figure 2. Workow of an ablation experiment.

3.1 Dening the Training Components
The rst step is to dene the actual training loop. This step
is always part of the ML process, irrespective of whether
an ablation study will be performed or not. The important
thing here, however, is that the user has to decouple the
model creation and the dataset creation from the training
function. In most cases, this is equivalent to moving the code
blocks responsible for the model creation and the dataset
creation to their own functions, e.g., create_model() and
create_dataset(), and passing them as arguments to the
training function. A skeleton code for the rst step is shown
in Listing 1.

Model Creation. Here, the user has to wrap the model cre-
ation code in a Python function that we refer to as the base
model function, which receives trial-specic parameters (e.g.,
layer identiers) and returns a trainable model that can be
used in the training function.

Dataset Creation. Similar to model creation, the process
of creating the train/test/validation sets that will be used in
the train/test/validation loops should be wrapped in its own
function. The user can implement their own function for
creating these sets or use default dataset creation functions
shipped with AutoAblation.

Training Function. The training function is the actual pure
Python code block that will be executed either on a single
host or in parallel on a cluster of workers, and contains
the code for training a DL model using a training dataset.
In a typical implementation of a DL application, the whole
process of preparing the train/test/validation sets, model ar-
chitecture denition, and model training is implemented in a
monolithic style; but in our programming model, as the user
has already implemented the model creation and the dataset
creation functions in the previous sub-steps, the model func-
tion and the dataset function are passed as arguments to
the training function, and will instantiate the model and the
dataset(s) once called.

3.2 Dening the Ablation Study
The next step is to dene the ablation study by specifying
the model conguration and dataset conguration (𝑆𝐷 and
𝑆𝑀 , as dened in Section 2.1). To this end, the user has to

# define the model creation logic
def base_model(trial_params):

# create the model ...
return model

# define the dataset creation logic
def base_dataset(trial_params):

# create the dataset ...
return dataset

# define the training logic, parametrized by the model and dataset
def train(model_func, dataset_func):

model = model_func()
data = dataset_func()
metric = model.fit(data)
return metric

Listing 1. Dening the training components.

# define the ablation study
study = AblationStudy()

study.model.set_base_model_generator(base_model)
study.set_dataset_generator(base_dataset)

study.features.include('feature_name')
study.model.layers.include('layer_name')
study.model.add_module('module_name')

# launch the experiment
experiment.launch(train, study)

Listing 2. Dening the ablation study.

create an AblationStudy instance and initialize it with the
default model creation and dataset creation functions dened
in the previous step. After this, the user should specify which
congurations they want to include in the study. Currently,
AutoAblation API provides methods for dening cong-
urations for dataset features, model layers, layer groups,
modules, and custom models. Example usage of the API for
dening an ablation study is shown in Listing 2.

3.3 Launching the Experiment
The nal step is to invoke an API call that mainly receives the
training function and the study specication, and initiates
the execution of the trials through Maggy, either sequen-
tially on a single host or in parallel on a cluster of nodes.

4 Implementation
AutoAblation runs on top of Maggy, an open-source Python-
based framework for asynchronous execution of ML trials on
top of Apache Spark. The experiment is launched as a Spark
application that generates the trials of the experiment, and
Maggy distributes the trials on the set of available worker
nodes (executors). Below, we explain how AutoAblation
generates trials based on the ablation study specication
dened in the second step of the workow in Section 3.

4.1 Implementing the LOCO Ablator
As discussed in Section 2.1, an ablator is an implementation
of an ablation policy. In AutoAblation, ablators are im-
plemented as Python classes. The Controller thread in the
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Spark job creates an instance of an ablator class and uses it to
generate Trial objects that contain the model creation and
dataset creation functions specic to each trial. To execute a
trial, an executor requests a new trial conguration from the
Controller. If there is a trial to be evaluated, the executor
will be sent a Trial object. The executor then de-serializes
the object and unpacks its contents, and then passes them as
arguments to the training function, and executes the training
function.
The LOCO ablator uses the dataset creation and model

creation functions to generate Trial objects that are then
shipped to the executors as they request new trial congura-
tions. Given an AblationStudy instance that contains dif-
ferent congurations, in order to create customized models
and datasets for each trial, an ablator must modify the base
model or dataset by removing these components. LOCO does
this through parsing and modifying “conguration represen-
tations” of the components. For datasets, this is equivalent
to the dataset schema (which can come in dierent formats).
For models, many DL frameworks provide ways for saving or
exporting model congurations, e.g., through JSON les (as
in Keras) or serializable dictionaries (as in PyTorch). Hence,
an ablator essentially implements the process of parsing and
modifying these conguration representations and generat-
ing trials according to an ablation policy.
Given the schema of the base dataset, the LOCO abla-

tor modies the base schema to create a new schema for
each feature ablation trial, and generates its corresponding
create_dataset function. To generate create_model func-
tions specic to each trial, the LOCO ablator uses the base
model function (as described in Section 3.1) to export the
conguration representation of the base model, and then
parses it to nd and select model components dened in
the AblationStudy instance of the experiment. It then mod-
ies the conguration representations and generates new
create_model functions for each trial.
Input or output shape changes that may result from re-

moval of components are either handled by the underlying
framework (e.g., when removing layers of a model developed
with Keras Sequential API), or require explicit handling in
the implementation of the ablator (e.g., by using a randomly
initialized tensor as the input of one forward pass of the
modied model, to infer the correct shapes). However, if a
trial cannot be automatically generated, the user still has the
option to create a custom trial with their own model creation
and dataset creation functions, and add it to the experiment.
Finally, the LOCO ablator creates the corresponding Trial
objects, and populates the buer of trials that the executors
can poll as the experiment is launched.

4.2 Parallel Execution of Trials
To execute dierent trials of an experiment, each Spark ex-
ecutor needs to have the training function that is parametrized
by the create_model and create_dataset function objects.

The training function is supposed to remain the same through
all trials, so it will be sent to the executors as the experiment
is launched. The two parameters of the training function, will
be provided through the Trial objects created by the LOCO
ablator. The executors will then register with the Maggy
driver, and start polling the server for these objects. Depend-
ing on the ablation policy, a number of initial trials will be
generated on the driver side; in the case of LOCO, since the
number of trials can be determined from the components
included in the ablation study, the ablator will generate all
trials and put them in a buer, which will be queried by
the Controller every time an executor requests a new trial
conguration. It should be noted that the Spark job is started
and managed byMaggy, and the start-up only takes a few
seconds, which is negligible compared to the actual time it
takes to train the model variants.

5 Evaluation
In this Section, we demonstrate three common scenarios, in
which ablation studies can be performed, and show how we
can dene and execute such studies with AutoAblation2.
Below, we rst evaluate the performance of AutoAblation
in two dierent experiments: (i) feature ablation and (ii)
model ablation, and then we show how it performs in various
levels of parallelization.

EXP1: Feature Ablation of the Titanic Dataset. In this
experiment, we perform feature ablation on a customized
version of the Titanic dataset3. There are six features in the
dataset in addition to the label, so we will have seven trials
(including one base trial that contains all the features). The
model we use is a simple Keras Sequential model with two
hidden Dense layers. We keep 20% of the data as the test set
and train on the rest for 10 epochs. Listing 3 shows the code
required to dene this experiment.

from maggy.ablation import AblationStudy
study = AblationStudy('titanic_train_dataset', label_name='survived')
list_of_features = ['pclass', 'fare', 'sibsp', 'sex', 'parch', 'age']
study.features.include(list_of_features)

Listing 3. Dening the feature ablation experiment.

After repeating the experiment ve times, we can rank the
features in terms of their average eect on the test accuracy,
as shown in Table 1. For example, we observe that training
the model with all the features (None) results in the worst test
accuracy, while removing the fare feature from the training
dataset leads to the best performance.

EXP2: Model Ablation of a Keras Sequential Model. In
this experiment, we train a CNN to classify handwritten dig-
its of the MNIST dataset [12]. The network has two Conv2D

2The reproducible experiments: https://github.com/ssheikholeslami/ablation-
paper-experiments
3https://www.kaggle.com/c/titanic/data
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Table 1. Average accuracy on the test set resulting from
excluding each feature from the training set.

Excluded Feature Test Accuracy
None (base trial) 0.583

pclass 0.596
sex 0.609
sibsp 0.616
age 0.667
parch 0.672
fare 0.695

layers, followed by one MaxPooling2D layer, one Dropout
layer, a Flatten layer, one Dense layer, another Dropout
layer, and one Dense output layer. Our target is to investi-
gate the relative contribution of the second Conv2D layer, the
Dense layer, and the rst and second Dropout layers to the
performance of the model. The study can be dened using
the code shown in Listing 4. After repeating the experiment
ve times, we can rank the selected layers in terms of their
average eect on the test accuracy, as shown in Table 2. We
can see that removing the second Conv2D layer has the worst
eect on the test accuracy, while removing the Dropout lay-
ers results in a better performance than the performance of
the base model.

from maggy.ablation import AblationStudy
study = AblationStudy("mnist", 1, "number",)
study.model.layers.include('second_conv',

'first_dropout', 'dense_layer', 'second_dropout')

Listing 4. Dening the CNN model ablation experiment.

Table 2. Average accuracy on the test set resulting from
excluding layers of interest from the base model.

Excluded Layer Test Accuracy
second_conv 0.913
dense_layer 0.954

None (base trial) 0.969
second_dropout 0.982
rst_dropout 0.988

EXP3: Model Ablation of Inception-v3.With this experi-
ment, we demonstrate the near-linear scalability achieved by
parallel execution of ablation trials with AutoAblation. We
perform an ablation study on seven modules of the Inception-
v3 network [25] in a transfer learning task on a subset of the
TenGeoPSAR dataset [26]. This subset contains 5000 Syn-
thetic Aperture Radar (SAR) images. We split the dataset into
train (3200 images), validation (800 images), and test (1000
images) sets. The images are labeled with one of 10 classes,
each representing a geophysical phenomena.
We load the network using Keras Applications API with

pre-trained ImageNet [6] weights, and replace its output
layer to suit our 10-class classication task. The Inception-
v3 network consists of 11 blocks also known as “inception
modules”, and we are interested to know how each of the

Figure 3. AutoAblation provides near-linear scalability
by parallelizing the execution of ablation trials.

rst seven modules aect the performance of the network
(measured by the accuracy on the test set). Since this is a
predened network, we rst compile it to nd out about
the names of the layers, and identify the entrance and end
point of each module either by plotting the architecture
or observing the model.summary() output information in
Keras. Once we identify the layers, dening the ablation
study can be done with the code shown in Listing 5.

from maggy.ablation import AblationStudy
study = AblationStudy("TenGeoPSARwv", 1, "type",)
study.model.add_module('max_pooling2d_1', 'mixed0')
study.model.add_module('mixed0', 'mixed1')
study.model.add_module('mixed1', 'mixed2')
...
study.model.add_module('mixed5', 'mixed6')

Listing 5. Dening the Inception-v3 module ablation exper-
iment.

Each trial consists of 40 epochs of training, and we run the
experiment in three settings: (i) a single executor (sequential,
no parallelization), (ii) two executors, and (iii) four executors.
The total run-time for each of these settings is reported
in Figure 3. We take the run-time of the sequential run as
a baseline to approximate linear scalability; however, we
should keep in mind that the ablation trials dier in their run-
time since their model architectures are dierent from one
another. We can conclude from Figure 3 that AutoAblation
provides near-linear scalability by parallelizing the execution
of ablation trials.

6 Related Work
Recently there have been many eorts to build frameworks,
libraries, and tools to inquire insights regarding the per-
formance of DL models or the eect of dierent dataset
congurations in their performance. Many of such eorts
address the problem of Interpretability and Explainability of
ML/DL models4. Libraries such as LIME [21], SHAP [14], and
TensorFlow’s What-If Tool [27] provide extensive tools and
visualizations for explaining the behaviour and outputs of
ML/DL models through post-hoc analysis. DeepBase [23] is a
system for deep neural inspection that provides a declarative
4A list of related open-source projects can be found in:
https://github.com/EthicalML/awesome-production-machine-learning
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API for dening hypothesis functions and then evaluates
those hypotheses over a sequence of inputs. DeepBase is
similar to AutoAblation as it shares a design requirement
to reduce the amount of eort for performing model inspec-
tions, but with AutoAblation the same code can be used
for hyperparameter tuning, distributed training, and other
types of DL experiments [16]. LOFO-Importance [7] is a li-
brary that provides Leave-One-Feature-Out importance for
datasets used to train models, by excluding one feature out
of the training set at a time, and retraining the model on
that subset. However, it does not provide support for model
ablation experiments.

7 Conclusion and Future Work
In this paper, we introduced AutoAblation, a new frame-
work for the design and parallel execution of ablation studies
of deep learning models. We formulated an ablation study as
an experiment that consists of several trials, where each trial
represents a specic model architecture or dataset schema.
We also presented a new programming model for design-
ing an experiment that is based on the decoupling of model
creation and dataset creation from the training function.
We introduced the concept of the ablation policy that spec-
ies what should be the trials that make up an ablation
experiment, implemented in form of an ablator. Moreover,
we showed how we leverage parallel execution of trials to
speed up the total study time and increase resource utiliza-
tion, through our Python-based execution framework called
Maggy. Through the experiments, we showed that AutoAb-
lation provides near-linear scalability. Our next step would
be to develop a generalized approach for handling shape mis-
match issues, and to support automatic generation of more
complex ablation trials and policies, e.g., cases in which re-
moval of a layer requires other changes in the components of
a model. AsAutoAblation gets picked up bymore users, we
will use their feedback to provide support for more common
ablation scenarios.
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