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Abstract— Prompt-based language models have produced
encouraging results in numerous applications, including Named
Entity Recognition (NER) tasks. NER aims to identify entities
in a sentence and provide their types. However, the strong
performance of most available NER approaches is heavily de-
pendent on the design of discrete prompts and a verbalizer
to map the model-predicted outputs to entity categories, which
are complicated undertakings. To address these challenges, we
present ContrastNER, a prompt-based NER framework that
employs both discrete and continuous tokens in prompts and
uses a contrastive learning approach to learn the continuous
prompts and forecast entity types. The experimental results
demonstrate that ContrastNER obtains competitive performance
to the state-of-the-art NER methods in high-resource settings and
outperforms the state-of-the-art models in low-resource circum-
stances without requiring extensive manual prompt engineering
and verbalizer design.

Index Terms—Prompt-based learning, Contrastive learning,
Language Models, Named Entity Recognition

I. INTRODUCTION

Named Entity Recognition (NER) aims to recognize and
classify named entities, such as person and location, into
the appropriate concept classes. NER plays a crucial role
in various applications, including information extraction, on-
tology population, question answering, machine translation,
and semantic annotation, to name a few. Despite extensive
research in this area, the state-of-the-art solutions still need
more generalization and extensibility due to their reliance
on domain-specific knowledge resources such as annotated
training corpus. Considering that resources for data annotation
are scarce in many domains and annotating a large corpus of
text labeled in some domains requires the expertise of experts,
low-resource NER tasks become a complex problem.

Pre-training a model on a rich-resource dataset and fine-
tuning it on a low-resource downstream task is becoming
more prevalent [1]. Typically, in the context of NER, the pre-
trained step includes training a model using Masked Language
Modeling (MLM) to predict the probability of the observed
textual data. Then, the fine-tuning stage fine-tunes the Pre-
trained Language Model (PLM) developed in the preceding
step to predict the type of identified entities (Figure 1(a) and
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Fig. 1. Illustration of two different paradigms for solving NER task. The top
image shows pre-training a language model using the MLM objective (1a)
and fine-tuning it for a NER task to predict the entity type for each word in
an input sentence (1b). The bottom image shows prompting the input sentence
with a template to transform the NER task into an MLM problem to predict
the type of a candidate entity in the input sentence (1c).

1(b)). Recent NER models based on this methodology have
demonstrated exemplary performance on NER tasks [2], [3].
However, to ensure high-quality learning, the downstream task
requires a substantial amount of labeled data for satisfactory
performance. Thus, if no annotated resources exist in the
target domain, the model cannot identify the corresponding
entity types, indicating poor generalization in low-resource
circumstances.

Existing pre-training and fine-tuning NER models have an
additional obstacle in the presence of two distinct pre-training
and fine-tuning objectives (i.e., MLM in the pre-training and
predicting the entity types in the fine-tuning). Initiated by GPT-
3 [4], a prompt-based technique is one solution to bridging the
gap between two different objectives. In this approach, the
objectives of both the pre-training and fine-tuning stages are
formulated as an MLM problem where the model directly
predicts a textual answer to a given prompt [5], [6]. The
generated answer will then be mapped to a class label using a
verbalizer [7] (Figure 1(c)). A recent body of work investigates
the setting of low-resource NER by applying prompt-based
approaches to integrate the objectives of pre-training and
fine-tuning phases [8]–[10]. However, these solutions depend



significantly on expensive discrete prompt engineering.
To address these challenges, we present ContrastNER for

the NER task that leverages the few-shot learning capabilities
of PLMs without manual prompt engineering and verbalizer
design. To this end, we introduce soft-hard prompt tuning for
automatic prompt search in a mixed space of continuous and
discrete prompts. Moreover, we employ contrastive learning
to combine learning the soft-hard prompt and predicting the
entity type without explicitly designing a verbalizer.

In summary, we present the following contributions:
• We propose ContrastNER, a prompt-based model for

NER learning using a low-resource dataset and with-
out manual search for appropriate prompts and creation
verbalizers. To the best of our knowledge, our work is
the first model that uses soft-hard prompt tuning and
contrastive learning for prompt-based NER learning.

• We conduct experiments on four publicly available NER
datasets demonstrating that our method outperforms the
state-of-the-art low-resource prompt-based NER learning
techniques.

II. PRELIMINARIES AND PROBLEM DEFINITION

In this section, first, we introduce the basic concepts of
NER and then explain the fine-tuning of standard NER and
prompt-based learning for few-shot NER.

A. Named Entity Recognition (NER)

NER aims to identify entities in a sentence and provide their
entity types. Entities (e.g., noun/verb phrases) are the main
parts of a sentence, and entity types are the labels for each
entity, which are characterized based on predefined categories,
such as place, person, organization, and suchlike.

In a NER dataset, an example typically is a pair of (X,Y),
where X = {x1, · · · , xm}, is a sentence containing m words,
and Y = {y1, · · · , ym} are the corresponding labels for each
word in X that specify their entity types. For instance, the
labels for X = {"Steve", "Jobs", "was", "born",
"in", "America", "."}, are Y = {"PERSON",
"PERSON", "O", "O", "O", "LOCATION", "O"},
where "PERSON", "O", and "LOCATION" indicate the
organization entity type, not a named entity, and location
entity type, respectively. The goal of a NER task is to predict
the label (entity type) yi for each word xi. There are various
methods for creating a NER task, which are discussed in the
following sub-sections.

B. Pre-training and Fine-tuning Models for NER

One approach to training a model for a NER task involves
fine-tuning PLM on a downstream NER task. This procedure
usually entails two steps: (1) pre-training and (2) fine-tuning.
In the first step, a model is trained using massive unlabeled
text data. To this end (as illustrated in Figure 1(a)), a certain
percentage of the input tokens (words) are randomly corrupted
(replaced with [MASK] token), and the final corresponding
vectors are given into a softmax over the vocabulary to
predict these masked tokens. This process is known as Masked

Language Modeling (MLM). Finally, the checkpoint of the
trained model, L, is saved as a PLM and will be fine-tuned
on different downstream tasks.

In the second stage, using a NER dataset, the PLM L
is fine-tuned on a downstream NER task. To do this, each
input sentence X = {x1, · · · , xm} in the dataset is first
converted into the input sequence as {[CLS], x1, · · · , xm,
[SEP]}, where [CLS] is a special token and [SEP] is
the end of the sequence. Then L encodes all tokens of X
into an input embedding {h[CLS], hx1

, hx2
, · · · , hxm

, h[SEP]}.
Typically, a label-specific classifier is employed to compute
the probability distribution of h[CLS] over the entity label space
{"PER", "ORG", "MISC", · · ·} to assign correct entity
types (Figure 1(b)). Finally, L is fine-tuned by minimizing the
cross-entropy of the loss function.

C. Prompt-based Learning for Few-shot NER

A rich-resource dataset is usually required to train a NER
model, which is not always available. Therefore, we should
examine few-shot NER, where very few examples of each label
(entity type) in the dataset are available. A common strategy
for few-shot NER is to adapt a PLM L trained with MLM on
a rich-resource dataset to a low-resource target NER dataset
containing few examples per entity type [9], [11], [12].

One method to train a model for few-shot NER is to
use prompt-based learning [13]. This approach reformulates
the downstream NER task as an MLM problem using a
textual prompt template. To this end, it is necessary to
define two functions: (1) a prompt template T and (2) a
verbalizer M. The prompt template T organizes the input
sentence X, masked token, and prompt tokens as T (X)
= {X ⟨candidate_entity⟩ is a [MASK] entity}
(see Figure 1(c)). For instance, in a NER task with X
= {Steve Jobs was born in America.}, the T (X)
= {Steve Jobs was born in America. America
is a [MASK] entity}, where America represents
⟨candidate_entity⟩.

After constructing T (X) for each entity (e.g., Steve and
America), the PLM L will predict the mask token [MASK],
which will be translated into an entity type by a verbalizer
M. For example, a verbalizer M can be defined as below:

M("organization") → ORG
M("person") → PER

M("location") → LOC
· · ·

Handcrafting prompt templates using discrete tokens in
natural language (e.g., "⟨candidate_entity⟩ is") is chal-
lenging. An alternative approach is to use soft prompts, where
continuous tokens are added to the input and are updated rather
than discrete tokens [14]. P-tuning [6] is a model that uses
prompt tuning to prevent prompt engineering with discrete
tokens. P-tuning applies T on an input X and creates {X
h0 · · ·hn [MASK]}, where {h0 · · ·hn} are continues prompts.



Consequently, P-tuning uses PLM L to create an embed-
ding of [MASK] and applies a lightweight neural network,
called prompt encoder, to learn the embedding of continuous
prompts. During fine-tuning, L’s parameters are frozen, and
only the parameters of the prompt encoder and {h0 · · ·hn}
are updated. [6].

For example, for the input sentence X = {Steve Jobs
was born in America.} and the trainable continuous
prompt {h0 · · ·hn}, the prompt template is T (X) = {Steve
Jobs was born in America. h0 · · ·hi [MASK]}.
During fine-tuning, L predicts the [MASK] embedding. They
use sequence tagging to solve NER tasks by assigning labels
marking at the beginning and the end of some entity classes,
and the prompt encoder learns the embedding of {h0 · · ·hn}.

III. RELATED WORK

A. Named Entity Recognition

Using sequence labeling and Conditional Random Fields
(CRF) [15] to associate each word in the input text with a
label is a popular method to formulate NER tasks. Earlier
works investigated utilizing several neural architectures such
as BiLSTM [16] or CNN [17] and training the model in a
supervised learning paradigm, which often involves a large
amount of annotated data [18] [19] [20] [21]. Recently, PLMs
have shown significant improvements in NER by using large-
scale transformer-based architectures as the backbone for
learning text representation [2]. The state-of-the-art results
achieved by [3], [22] propose a new pre-trained contextualized
representation of words with a transformer-based architecture
pre-trained on a large set of the entity-annotated corpus.
Despite the satisfactory performance achieved by PLMs in
NER tasks, these approaches are primarily developed for
supervised rich-resource NER datasets, which have limited
generalization capability in low-resource datasets [23].

A more recent line of work has focused on enhancing
model learning capabilities to maximize the use of existing
sparse data and reduce reliance on data examples. One line
of earlier work on low-resource NER has included prototype-
based techniques that apply meta-learning [24] to few-shot
NER. The majority of these approaches [12], [25], [26] employ
a prototype-based metric, often k-nearest neighbor, to learn
the representation of similar entities from different domains.
However, in these approaches, the network parameters of the
NER model cannot be updated, resulting in poor performance
when adapting the model to a target domain with few available
examples.

B. Prompt-based Learning

Recently, starting from GPT-3 [4], prompt-based learning
has arisen to bridge the gap between the objectives of pre-
training and fine-tuning. These approaches reformulate the
downstream task by incorporating a template that transforms
the input sentence into one that resembles the examples solved
during pre-training. This strategy aims to fully apply acquired
knowledge from pre-training to the downstream task. As stated
in [27], a well-chosen prompt can be equivalent to hundreds

of data points; hence, prompt-based learning can be highly
advantageous for solving low-resource tasks. Another line
of research studied a lightweight alternative to fine-tuning
known as prompt-tuning, which optimizes a continuous task-
specific vector as a prompt while leaving the parameters of the
language model unchanged [28] [6]. However, the efficiency
of prompt-tuning for complex sequence labeling tasks such as
NER has yet to be verified.

Regarding NER, TemplateNER [11] is a template-based
prompt method using BART [8] that treats the NER task
as a language model ranking problem. This model manually
creates a template for each class and separately populates each
created template with all candidate entity spans extracted from
the input sentence. The model then assigns a label to each
entity candidate span based on the respective template score.
In contrast to TemplateNER, instead of manually searching
for an appropriate template, which is labor-intensive and time-
consuming, we propose inserting some adjustable tokens into
the template to search automatically for the ideal prompt tem-
plate. LightNER [9] introduces prompt-tuning to the attention
layer by incorporating continuous prompts into the attention
layer. Moreover, LightNER constructs a unified semantic
aware space to remove label-specific classifiers placed on top
of encoders. Like LightNER, we eliminate the label-specific
layers that map the generated answer to a class label. Instead
of the attention layer, we insert soft prompts into the input
sentence, and the creation of an answer space is no longer
required.

C. Contrastive Learning

Recent works have studied contrastive learning for visual
representation [29] [30], graph representations [31], and a
variety of NLP tasks including sentence-level text represen-
tation [32] [33], relation extraction [34], machine transla-
tion [35], sentiment analysis [36], knowledge graph embed-
dings [37], caption generation [38]. Contrastive representation
learning is intuitively similar to learning by comparison in
that it aims to project similar samples close together in the
embedding space while mapping dissimilar samples further
apart [39]. Khosla et al. [40] study applying contrastive
learning in a fully supervised setting and demonstrated that
batch contrastive techniques outperform the cross-entropy loss
and traditional contrastive losses, such as triplet [41], max-
margin [42], and the N-pairs [43] loss. This work applies
supervised batch contrastive learning to prompt-based few-shot
NER to differentiate between different classes (entity types) in
a sentence.

IV. OVERVIEW OF CONTRASTNER

In this section, we introduce ContrastNER, our proposed
prompt-based model for few-shot NER, using two main
techniques: (1) soft-hard prompt tuning (IV-A) and (2) a
verbalizer-free mechanism (IV-B). In the following subsec-
tions, we explain the details of ContrastNER (depicted in
Figure 2).



Fig. 2. Overview of ContrastNER.

A. Soft-Hard Prompt Tuning

Finding appropriate discrete prompt (a.k.a. hard prompt)1

templates in natural language for NER models is challeng-
ing [5], [11], [44], [45]. Existing hard prompt-based NER
models, such as LAMA [46], have shown that a single word
change in prompts can cause an extreme difference in the
results; hence an approach that is not sensitive to different dis-
crete prompts would be advantageous in prompt-based learn-
ing models. As explained in Section II-C, continuous prompts
(a.k.a. soft prompts) and tuning them using a prompt encoder
is an approach to solve the hard prompt challenges [28] [6]
[14]. However, this approach leads to two challenges: (1) it is
still inferior to fine-tuning approach when the model size is
not significant [47], and (2) adding a prompt encoder to learn
the soft prompt results in learning extra parameters related to
the prompt encoder.

To address these challenges, we propose the soft-hard
prompt, where we use both soft (continuous) and hard (dis-
crete) prompts in the fine-tuning paradigm. To this end, we
transform a given input sentence X = {x1, · · · , xm}, into m
new input sentences using a prompt template T , such that
each new sentence has three parts: (1) the original sentence
X, (2) a soft prompt {h0 · · ·hn}, and (3) a masked hard
prompt. Suggested by [11], the masked hard prompt initialized
as "⟨candidate_entity⟩ is a [MASK] entity". For
example, X = {"Steve", "Jobs", "was", "born",
"in", "America"} will be transformed into six sentences
as shown in Table I. To learn the hard token [MASK] and soft
tokens {h0 · · ·hn}, we use a PLM L and pass T (X) as input
to it. Then we optimize the soft tokens by the loss function
LS (Equation 3) computed as the cross-entropy between the
actual entity type and the predicted [MASK] entity type by L

1Throughout the paper, we will interchangeably use discrete prompt and
hard prompt but convey the same meaning as discrete prompt templates.

TABLE I: A sentence X and generated soft-hard prompts by T (X).
A sample input sentence X

Steve Jobs was born in America

Generated soft-hard prompts by T (X)
Steve Jobs was born in America [h1] · · · [hp] Steve is a [MASK] entity.
Steve Jobs was born in America [h1] · · · [hp] Jobs is a [MASK] entity.
Steve Jobs was born in America [h1] · · · [hp] was is a [MASK] entity.
Steve Jobs was born in America [h1] · · · [hp] born is a [MASK] entity.
Steve Jobs was born in America [h1] · · · [hp] in is a [MASK] entity.
Steve Jobs was born in America [h1] · · · [hp] America is a [MASK] entity.

(the details are in Section IV-B).

B. Verbalizer-Free Mapping

Previous prompt-based approaches for NER often require
a verbalizer to create a one-to-one mapping between the
predicted token for [MASK] in a template and an entity
type [13], which is computationally intensive. In addition,
using a manually crafted verbalizer in few-shot NER, where
the label space of the source and target domains may differ,
leads to incompatibilities that negatively impact the model
generalization [48]. Moreover, a verbalizer usually only con-
siders the semantic relationship between the predicted token
and a few words specified in the verbalizer (e.g., the location
for LOCATION entity and the person for PERSON entity).
However, the predicted token may have semantic relationships
with other words (e.g., place for LOCATION entity, and
people for PERSON), which the verbalizer will ignore.

To tackle the challenges of verbalizers mentioned above,
we unify the models for learning the soft-hard prompt and
predicting the entity type and propose a novel objective that
includes supervised contrastive learning terms for fine-tuning
a pre-trained language model. To do so, instead of forwarding
the embedding of [MASK] through a verbalizer to detect the
label (entity type), we use PLM L to directly predict the
embedding of the label by fine-tuning it using a contrastive
learning-based task [36], [39].



During training L, we first transform all input examples
within the training batch B using the soft-hard prompt template
T . Then, for each example i ∈ B (with label yi), we
select a set of positive examples with similar labels to i,
P (X) = {i+ |yi+ = yi, i

+ ∈ B, i+ ̸= i} and a set of
negative examples with different labels, N(i) = {i− |yi− ̸=
yi, i

− ∈ B, i− ̸= i}. Assume ti denotes the embedding of the
predicted label of [MASK] for the example i, and ti+ and ti−
are the embedding of the labels of positive and each negative
examples, respectively, where i+ ∈ P (i) and i− ∈ N(i).
Then, we use the contrastive model [32] to maximize the
within-class similarity sim(ti, ti+) of ti and ti+ , and minimize
the between-class similarity sim(ti, ti−) of ti and ti− , where
sim(t1, t2) is the cosine similarity of t1 and t2. We define the
contrastive learning loss function as below:

LC = − log
∑

i+∈P (i)

esim(ti,ti+ )/τ

esim(ti,ti+ ) + esim(ti,ti− )/τ
(1)

where τ is a temperature hyperparameter. In short, for each
example i, the contrastive learning aims to learn the embed-
ding of [MASK] and assign the appropriate label (entity type)
to it by pulling semantically close examples with the same
label together (positives) and pushing apart examples with a
different label (negatives).

In case of having multiple examples in P (i) and N(i), we
can rewrite the contrastive learning loss function as:

LC = − log
∑

i+∈P (i)

esim(ti,ti+ )/τ∑
a∈A(i) e

sim(ti,ti− )/τ
(2)

where A(i) denotes a collection of all in-batch examples
except i. Inspired by [49], to fine-tune L’s parameters and
update the soft prompt parameters, we define the overall loss
function L as the weighted average of LC and LS , where LS

is a cross-entropy to update the soft prompt parameters:

LS = −
∑
i∈B

yi · logL(y′i|T (i)) (3)

L = λLC + (1− λ)LSP (4)

where λ is a scalar weighting hyperparameter that we tune,
and yi and y′i are the correct and the predicted labels of i,
respectively.

During inference, we first transform all test instances into
the format of the soft-hard prompt template and then take the
predicted label embedding tj of a test example j to generate
the label (entity type) directly by comparing tj to the k-nearest
examples to tj in the training set.

V. EVALUATION

In this section, we conduct extensive experiments in stan-
dard and low-resource settings to evaluate ContrastNER and
its effectiveness in the few-shot NER settings.

A. Datasets and Baselines

As a rich NER dataset, following [9] and [11], we used
the English version of CoNLL03 [50] that includes four fea-
tures (columns) for each sample: id, tokens, pos_tags,
chunk_tags and ner_tags. The feature tokens rep-
resents the input sentence, and ner_tags specifies the
type of mentioned entities in the input sentence, which con-
tains four types of named entities: LOCATION, PERSON,
ORGANIZATION, and MISCELLANEOUS. As low-resource
datasets, we employed three datasets: (1) MIT Restaurant
Review [51], (2) MIT Movie Review [51], and (3) Airline
Travel Information Systems (ATIS) [52]. To evaluate the few-
shot performance on NER datasets, we randomly sampled K
instances per entity type from each low-resource dataset by
setting K to 10, 20, 50, 100, 200, and 500. We then reported
the average performance of five randomly sampled data splits
to avoid dramatic changes for different data splits.

In our experiments, we compare ContrastNER with the
following NER methods as baselines:

• Sequence Labeling BERT/BART [2]: Traditional se-
quence labeling methods where the pre-trained BERT
and BART [8] models are employed to generate word
sequence representations. A label-specific classifier is
trained on the top of PLM to map the generated rep-
resentations to entity types (labels).

• LUKE [3]: A transformer-based model with an entity-
aware self-attention layer that generates contextualized
word representations. Then, the pre-trained model is fine-
tuned using entity typing downstream task and linear
classifiers to predict the type of an entity in the given
sentence.

• BART-NER [53]: A generative seq2seq method that con-
verts the NER task into a unified sequence generation
problem.

• TemplateNER [11] and LightNER [9]: Prompt-based
models that use BART [8].

We conducted the experiments on a Tesla T4 GPU with 32
cores and 576 GB of RAM. We used RoBERTa [54], provided
by Hugging Face2, as the PLM L in our implementation.
We set τ = 2, λ = 0.5, and trained the model using Adam
optimizer [55] with a learning rate 5e− 3 and a batch size of
32.

B. Standard NER Setting

We first evaluated ContrastNER using the CoNLL03 [50],
a rich NER dataset. Table II compares the results of Contrast-
NER and the baselines. As shown in Table II, although we
developed ContrastNER for few-shot NER, it performs com-
petitively in a rich-resource setting, showing the remarkable
ability of our technique to identify the entities and their types
in an input text.

2https://huggingface.co/models
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Fig. 3. Model performance (F1 score) in the cross-domain low-resource settings when the model was trained on the same domain.

TABLE II: Model performance on the CoNLL03 dataset. ’†’ shows
the reported results with BERTlarge [2] since the result of the original
publication is not achieved with the current version of the library (See the
discussion at [56] and the reported results at [57]).

Traditional Models Precision Recall F1
Sequence labeling BERT† 91.93 91.54 92.8
Sequence labeling BART 89.60 91.63 90.60
LUKE [3] - - 94.30
BART-NER [53] 92.61 93.87 93.24
Few-shot Friendly Models Precision Recall F1
TemplateNER [11] 90.51 93.34 91.90
LightNER [9] 92.39 93.48 92.93
ContrastNER 91.04 93.44 92.22

TABLE III: In-domain Few-shot performance on the CoNLL03. * indicates
it is a few-shot entity type.

Models PERSON ORGANIZATION LOCATION* MISCELLANEOUS* Overall
Sequence labeling BERT 76.25 75.68 60.72 59.39 68.02
Sequence labeling BART 75.71 73.59 58.73 56.6 66.15

TemplateNER 84.49 72.61 71.98 73.37 75.59
LightNER 90.96 76.88 81.57 52.08 78.97

ContrastNER 92.19 75.79 73.98 75.13 79.27

C. In-domain Few-shot NER Setting

Following [11], we constructed a few-shot learning scenario
on the CoNLL03 dataset, where the number of training sam-
ples for specific categories is limited by downsampling. Par-
ticularly, we considered PERSON and ORGANIZATION as the
rich-resource entities and LOCATION and MISCELLANEOUS
as the low-resource entities. The few-shot CoNLL03 train-
ing dataset contains 4237 training samples including 3836
PERSON, 1924 ORGANIZATION, 100 MISCELLANEOUS,
and 100 LOCATION. Table III indicates that ContrastNER
outperforms TemplateNER [11] and LightNER [9] by 3.68 and
0.3 F1 score, respectively. Moreover, ContrastNER achieves
73.98 and 75.13 F1 scores in few-shot LOCATION and
MISCELLANEOUS, which is highly competitive with the
best-reported result. The illustrated performance proves the
effectiveness of our approach in in-domain few-shot NER.

D. Cross-Domain Few-Shot Setting

Finally, we evaluated the model performance in scenarios
where the class label sets and textual sentences vary from

the source domain and only limited labeled data are available
for training. Specifically, we randomly sampled a specific
number of instances per entity type from the training set
as the training data in the target domain to simulate the
cross-domain low-resource data scenarios. We first considered
direct training on the target domain from scratch without
available source domain data. Figure 3 depicts the results
of training models directly on target domains and evaluation
on the same domain. According to the results, compared
to sequence labeling with BERT, BART, and TemplateNER,
ContrastNER’s results appear more consistent. ContrastNER
outperforms these methods, suggesting it can exploit few-shot
data better. For example, we achieved an F1 score of 70.6 in
the 50-shot setting, which is higher than the results of sequence
labeling with BERT and BART, and TemplateNER in the 200-
shot setting.

We then investigated the amount of knowledge that can be
transferred from training on ConLL03 dataset. In this setting,
we trained the model on the news domain (ConLL03) and then
tested it on different domains. Figure 4 shows the results of
training models on the CoNLL03 dataset as a generic domain
and its evaluations on other target domains. As can be seen,
prompt-based methods outperform the traditional sequence
labeling methods regardless of how much training data is
provided. Among the prompt-based approaches, ContrastNER
indicates the best performance overall. Compared to Light-
NER, the best-performing NER framework among all state-of-
the-art models, it can be witnessed that ContrastNER can com-
pete with this framework in different few-shot settings. At the
same time, our approach does not require prompt engineering
and verbalizer design. In particular, ContrastNER outperforms
LightNER in scenarios with more than 100 examples for each
entity label. In other words, the contrastive loss is effective
after a certain threshold of training data is reached.

E. Effectiveness of Soft-hard Prompt

In ContrastNER, we applied the soft-hard prompt tuning
technique that combines the soft and hard prompts. Their
automatic search in a mixed space of continuous and discrete



(a) MIT Movies dataset (b) MIT Restaurants dataset (c) ATIS dataset

Fig. 4. Model performance (F1 score) in the cross-domain low-resource settings when the model was trained on the CoNLL03 source domain and then
evaluated on the target domains.

prompts eliminates the manual effort of prompt engineering.
To investigate the effectiveness of our approach, we employed
four different hard prompt templates, which are manually
designed and used in TemplateNER [11] on the ConLL03 [50]
development set (Table IV). Figure 5 represents how selecting
various discrete templates affects the performance of Con-
trastNER and TemplateNER based on F1 score. As can be
observed, our model produces more stable results, and unlike
TemplateNER, the discrete template in ContrastNER does not
significantly influence the final performance. Since the soft
tokens are adjusted during training, there is a slight variation
in the model’s performance when the discrete prompt template
is changed, demonstrating the efficiency of using soft-hard
prompts.

TABLE IV: Different discrete prompts applied on CoNLL03.

Discrete Template
Template1 <candidate_entity> is a <entity_type> entity.
Template2 The entity type of <candidate_entity> is <entity_type>.
Template3 <candidate_entity> belongs to entity_type> category.
Template4 <candidate_entity> should be tagged as <entity_type>.

F. Discussion

This study investigated a prompt-based method in the
few-shot NER problem. The results generally indicate that
prompt-based NER approaches outperform the traditional
NER frameworks in few-shot settings where only limited
data is provided to train the model. Although prompt-based
methods are specifically designed for low-resource scenar-
ios, they also perform competitively with traditional methods
in rich-resource scenarios. Determining how well previous
prompt-based NER systems perform depends on discovering
the best-performing prompt template (prompt engineering) or
encountering the best label word space and their mapping
to actual class labels (verbalizer engineering). At the same
time, ContrastNER exhibits more consistent performance with
various discrete prompt templates and eliminates the need to
determine the best-performing prompt template and optimal
verbalizer manually. Despite this elimination, according to

Fig. 5. Model performance (F1 score) on the CoNLL03 development set
using different discrete prompt templates. ’†’ shows the reported results in
the original work.

the results, it is relatively straightforward that ContrastNER
outperforms baselines in the in-domain few-shot scenario.
Moreover, ContrastNER indicates competitive performance
in cross-domain scenarios. Due to the contrastive approach,
ContrastNER can likely beat the baselines after reaching a
certain threshold of training data. It should be noted that
this study is primarily concerned with removing the need
for manual prompt and verbalizer engineering in the few-shot
NER problem.

VI. CONCLUSION AND FUTURE WORK

This paper presents ContrastNER, a prompt-based learn-
ing framework for few-shot NER without manual prompt
engineering and design of verbalizers using RoBERTa [54]
as the backbone model. We present soft-hard prompt tuning
for automatic prompt search in a mixed space of continuous
and discrete prompts to avoid manual prompt engineering to
find the best-performing prompt template. We also employ
contrastive learning-based loss to unify learning the soft-
hard prompt and predicting the entity type without manually
designing a verbalizer. Our experiment results show that



ContrastNER indicates a competitive performance on both
rich-resource and few-shot NER. In the future, we plan to
extend ContrastNER to the relation extraction task to develop
a unified prompt-based learning framework for information
extraction. Moreover, we will apply ContrastNER on actual
datasets from the DataCloud project, which is a project on
defining and managing Big Data pipelines in different applica-
tions including digital health systems, autonomous live sports
content, and manufacturing analytics. We are going to extract
and store structured data from the definitions of Big Data
pipelines defined in the form of unstructured natural language.
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