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Abstract
Similar to text-based Large Language Models (LLMs), Speech-
LLMs exhibit emergent abilities and context awareness. How-
ever, whether these similarities extend to gender bias remains
an open question. This study proposes a methodology lever-
aging speaker assignment as an analytic tool for bias investi-
gation. Unlike text-based models, which encode gendered as-
sociations implicitly, Speech-LLMs must produce a gendered
voice, making speaker selection an explicit bias cue. We eval-
uate Bark, a Text-to-Speech (TTS) model, analyzing its default
speaker assignments for textual prompts. If Bark’s speaker se-
lection systematically aligns with gendered associations, it may
reveal patterns in its training data or model design. To test this,
we construct two datasets: (i) Professions, containing gender-
stereotyped occupations, and (ii) Gender-Colored Words, fea-
turing gendered connotations. While Bark does not exhibit sys-
tematic bias, it demonstrates gender awareness and has some
gender inclinations.
Index Terms: gender bias, speech-LLM, speech synthesis, TTS

1. Introduction
Bias in generative AI models is an active area of research, with
studies showing that Large Language Models (LLMs) reflect
and sometimes amplify societal biases, including gender bias
[1, 2, 3]. Speech-LLMs differ in that they do not just imply
gender, they must produce a signal inherently carrying gendered
associations, even when ambiguous. This requirement makes
speaker selection in Speech-LLMs a uniquely explicit lens for
studying bias, yet existing research has not fully explored its
potential as a diagnostic tool.

Speech-LLMs have advanced significantly in their ability
to model language from raw audio [4] and – adapted to Text-
to-Speech (TTS) tasks – generate expressive, rich prosody in
speech without relying on textual corpora or Automatic Speech
Recognition (ASR) [5, 6]. One example of a Speech-LLM-
based TTS system is Bark by Suno1. It is a quite popular model,
used as a baseline for end-to-end English speech conversion [7]
and synthetic data generation for low-resource ASR [8]. Efforts
have also been made to enhance its output accuracy [9]. Com-
pared to the traditional TTS system VITS [10], Bark exhibits
lower intelligibility and robustness but higher spontaneity [11],
along with significant acoustic diversity in voice, gender, and
emotion [12].

Since speaker selection is an inherent feature of speech syn-
thesis, it can provide a direct and measurable way to examine
gender associations in model behavior. Unlike text-based eval-
uations, which rely on indirect inference (e.g., whether a model

1https://github.com/suno-ai/bark

assigns gendered pronouns to professions), speaker assignment
requires an explicit gender representation for each output, mak-
ing it a potentially powerful indicator of underlying biases in
training data.

This study introduces a methodology using speaker selec-
tion as an analytic tool to examine bias in Speech-LLMs. Since
Bark automatically assigns a speaker when no speaker prompt
is provided, we analyze its default gender assignments across
different textual inputs. We hypothesize that systematic pref-
erences—assigning speaker voices based on gendered associa-
tions reflecting societal stereotypes—may stem from biases in
training data or model design choices. While a single speaker
assignment may not constitute harmful bias in and of itself, the
systematic distribution of gendered outputs can reveal trends
that may otherwise be difficult to surface in generative models.

To explore these questions, we construct two datasets: (i)
the Professions dataset, containing sentences with stereotypi-
cally male and female professions, and (ii) the Gender-Colored
Words (GCW) dataset, consisting of sentences with gender-
associated (colored) words2. We find that Bark accurately as-
sociates gender-conforming names with gender but shows more
diversity in speaker assignments for both Professions and GCW.
However, a small subset of words in both datasets still lead to
gender preference, not always aligning with the bias. Addition-
ally, our analysis confirms that Bark infers gender information
at one of its layers.

2. Method
We create two types of datasets to test gender bias in Bark:
(i) the Professions dataset and (ii) the Gender-Colored Words
(GCW) dataset. Each sentence from both datasets is input into
Bark 10 times to group the results and mitigate randomness.
The audio outputs are then classified using the Speaker Gen-
der Recognition (SGR) model trained by [13], which employs
pre-trained wav2vec 2.0 [14] speech representations. The SGR
model is trained on the LibriTTS dataset [15], with a subset of
male speakers selected to ensure a balanced gender distribution.
The output of SGR is binary, providing male and female proba-
bilities for an utterance. However, since Bark occasionally gen-
erated low-quality or incomplete outputs, manual listening tests
were conducted to ensure the accuracy of gender classification.

In the rest of this section, we first describe the two datasets,
then define the baseline, and finally explain the additional test-
ing process with a speaker prompt.

2The code and datasets this study are publicly available at
https://github.com/daschablume/speech-gender-bias.
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Figure 1: Bark’s architecture from [11]

2.1. Professions Dataset

For the Professions dataset, we drew inspiration from the Wino-
Bias dataset [16], which defines stereotypical professions based
on the US occupational statistics. WinoBias includes sentences
containing two professions, one stereotypically male and one
stereotypically female–alongside a pronoun. The goal of a text-
based model is to resolve the pronoun. To adapt this for Bark,
we rewrote the sentences in the first person, such as: “I work
as a developer. I argued with the designer”. This approach
resulted in 26 sentences, each featuring a unique profession.

2.2. GCW Dataset

“Gender-colored words” (GCW) refer to words with gender
connotations. This includes both strongly gendered terms like
“bloke” and more subtly associated words like “tutu”, which
refers to a skirt worn by female dancers3. For creation of
GCW dataset, we used the data from the Word Association
Graph4 [17]. This graph contains gender-associated words, with
“gentleman” and “lady” at opposite extremes. However, the dis-
tribution is skewed, with only 228 “male” words compared to
11,983 “female” words. We randomly sampled 30 words from
the range spanning the mean of the “male” distribution to two
standard deviations (StD) left and three StD right, excluding
male names (e.g., Bob). The same process was mirrored for
“female” words using the inverse bounds. This resulted in a
total of 60 words.

Using ChatGPT, we generated sentences with a consistent
structure, inserting a male- or female-colored word: “I am
⟨colored word⟩. It defines how I approach life and interact with
the world”. For example, “I am a provider. It defines how I ap-
proach life and interact with the world”. This uniform structure
ensured that only the gender-colored word varied, keeping all
other elements constant.

2.3. Baselines

To provide a basis for comparison, we designed two baselines:
(i) “Professions with Names” to test whether Bark has any
gender knowledge, and (ii) neutral texts for evaluating the
distribution of genders in Bark’s output for a neutral text.

Baseline 1: Professions with Names. To assess Bark’s
gender awareness, we designed an experiment to test whether

3https://dictionary.cambridge.org/dictionary/english/tutu
4https://github.com/Yupei-Du/bias-in-wat

it consistently assigns a speaker whose gender aligns with a
gender-conforming name. For this purpose, we used sentences
from the Professions dataset and incorporated names into them.
For example: “My name is David. I work as a developer · · · ”.

Baseline 2: Neutral Texts. To analyze the distribution of male
and female voices produced by Bark in a neutral context, we
used 10 neutral texts: (i) two phonetics-standard passages—the
“Grandfather Passage” and the “Rainbow Passage”—and (ii)
eight Wikipedia abstracts on diverse topics such as education,
geography, and politics. Each text was split into sentences to fit
Bark’s 12-second audio limit, with each sentence processed 10
times to match the test dataset conditions.

2.4. Testing with speaker prompt

Bark consists of three layers, as illustrated in Figure 1: (i) the
text-to-semantic layer is an autoregressive transformer that out-
puts semantic tokens for the text input and additionally encodes
speaker’s prompt (if given); (ii) the semantic-to-coarse layer
takes in semantic tokens and outputs coarse tokens (which in
turn are from EnCodec model [18]); and (iii) the coarse-to-fine
layer takes the coarse tokens and outputs fine tokens, which then
are turned into a waveform with the EnCodec decoder [11].

Bark provides 10 English speaker prompts–nine male and
one female5. If no prompt is selected, Bark determines the
voice by itself. The sentences from the datasets mentioned
above were input without a prompt. The baselines were also
tested without a speaker prompt. If a prompt is chosen, it must
pass through all model layers, including text-to-semantic. Since
Bark claims to capture emotional cues from text, it is worth ex-
amining whether it also picks up gender cues and how the text-
to-semantic layer influences gender of an assigned speaker.

To investigate this, we design an experiment where the
model receives text input with a speaker prompt that bypasses
the text-to-semantic layer but passes through subsequent lay-
ers. This modification is tested with sentences from Baseline
1 and Baseline 2 (Rainbow Passage) in (i) a neutral setting (no
prompt) and in (ii) a prompt setting (one male and one female
prompt, bypassing and passing through text-to-semantic).

We hypothesize that in a neutral setting, names in the in-
put from Baseline 1 would determine gender of an assigned
speaker. Moreover, cases of gender contradiction (e.g., a
female-associated name like Anna in the sentence but the text-
to-sematic layer is prompted with a male speaker prompt) could
reveal how much text-to-semantic layer influences the gender
of an assigned speaker and whether the model’s inference of
gender from text could overcome the speaker prompt. A sig-
nificant difference in the gender distribution between passing
through and bypassing this layer would indicate its impact. We
additionally include Baseline 2 since its text input lacks gender
inclination, allowing us to observe the distribution of genders
for assigned speakers under neutral conditions. Thus testing
with Baseline 1 sentences without speaker prompt in the text-
to-semantic layer could verify this hypothesis.

3. Experiments and Results
3.1. Baselines

Baseline 1: Professions with Names. This baseline model
achieves high precision and recall, as demonstrated in Table 1.
We define ground truth based on names and their expected

5https://tinyurl.com/nhffse68
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Figure 2: Distribution of female (purple)/male (green) outputs
from Bark in a neutral setting. The blue line shows the distribu-
tion for the chosen Baseline 2 (Rainbow Passage).

Table 1: Precision and recall for the Professions and GCW
datasets in comparison with Baseline 1.

Baseline 1 Professions GCW

Prec. (f) 0.88 0.5 0.56
Recall (f) 0.8 0.6 0.66
Prec. (m) 0.81 0.49 0.58
Recall (m) 0.89 0.38 0.5

gender (e.g., “David” as male and “Anna” as female). A
sentence with a gender-conforming name should result in
an utterance with the corresponding gender of an assigned
speaker. The high precision and recall demonstrate that Bark is
gender-aware in the names setting.

Baseline 2: Neutral Texts. As shown in Figure 2, the major-
ity of the texts have a female voice proportion of up to 30%.
Exceptions include “Wales schools” and “Sea slug”, based on
Wikipedia articles about the Welsh educational system and a
sea creature, respectively. For subsequent tests, we assume
Rainbow Passage’s female-to-male proportion of 29:71 as the
model’s gender distribution without speaker prompt on neutral
text. However, as Table 3 demonstrates, when controlling for
text and prompt input, the base probability (intercept) of a fe-
male utterance increases to 45%. We define this as the neutrality
threshold for each text input in both test datasets.

3.2. Datasets Results

Table 1 shows that precision and recall for the Professions
dataset are near chance level (50%) or even lower (38% for male
recall), while the GCW dataset has slightly higher values. How-
ever, the precision and recall for both datasets are significantly
lower than those of Baseline 1. Precision and recall are calcu-
lated for each datapoint where the true value is considered an
expected bias (“nurse” is female or “chivalry” is male for Pro-
fessions and GCW datasets respectively).

Figure 3 demonstrates the distribution of female utterance
ratios for female- and male-parts in both datasets. For the Pro-
fessions dataset, the assigned speaker gender for both groups is
centered around 0.6. The overlap between female-expected and
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Figure 3: The distribution of female speakers in the Professions
(Prof) and GCW datasets. The dashed and dotted lines indicate
the mean in the Professions and GCW datasets, respectively,
while the blue line represents the mean for Baseline 2.

male-expected parts suggests that the model’s predictions do not
strongly distinguish between genders, which is confirmed by a
high p-value (1.0) from the Mann-Whitney U Test.

For the GCW dataset, the female and male distributions
have means of 0.65 and 0.5, respectively, with a significant
difference according to the Mann-Whitney U Test (p-value
= 0.007). The female distribution skews higher, and the
male distribution skews lower, suggesting a slightly stronger
alignment between expected bias and assigned speaker than in
the Professions dataset. This aligns with the higher precision
and recall values for the GCW dataset, as shown in Table 1.
However, significance testing between the Professions and
GCW distributions using the Mann-Whitney U Test yields a
high p-value (0.32), indicating no meaningful difference. The
substantial overlap between female and male distributions in
both datasets suggests that Bark does not strongly differentiate
gender in text input.

Professions Dataset Results demonstrate diversity for speaker
assignment for 65% of professions (17/26). The remaining re-
sults are either female-inclined (female utterance ratio ≥ 0.7)
or male-inclined (female utterance ratio ≤ 0.3). Of the nine
gender-inclined professions, eight are female-inclined, with six
remaining consistent across two runs. These words are shown
in Table 2. While some professions preferred by Bark align with
stereotypes, others do not. The only profession consistently as-
signed a male speaker across two runs is “mechanic”, reflecting
its stereotypically male association.

GCW Dataset Results demonstrate that 30 out of 60 gender-
colored words (50%) are neutral. The remaining 50% of words
reflect Bark’s gender preferences in speaker assignment, being
either female-inclined (female utterance ratio ≥ 0.7) or male-
inclined (female utterance ratio ≤ 0.3). Notably, 67% (20/30) of
those are female-inclined, with most (70%) containing stereo-
typically female-colored words (“tutu”, “belle”) but also some
male-colored words (“gallant”, “handsome”). However, only
eight words, as shown in Table 2, consistently maintained the
same preference across two runs. Similarly, among 10 male-
inclined words—including both female- and male-colored ones
(“hips” and “mustache”, respectively)—only two were consis-
tently spoken by a male speaker across both runs.



Table 2: Words with gender preferences (70%+ utterances),
consistent across two runs

Professions GCW

Word Bias Pick Word Bias Pick

Mechanic m m Guy m m
Analyst m f Macho m m
CEO m f Handsome m f
Cook m f Seashell f f
Hairdresser f f Uptown f f
Librarian f f Corset f f
Teacher f f Feminist f f
- - - Fussy f f
- - - Prissy f f
- - - Housewife f f

Table 3: Significant factors in OLS Regression Results

Variable Coeff. (β) Std. Error p-value
Intercept 0.4586 0.005 <0.001
text gender 0.1088 0.008 <0.001
prompt 0.4501 0.006 <0.001
text2semantic 0.0134 0.006 0.026
text gender × text2sem. -0.0542 0.009 <0.001
prompt × text2sem. 0.0459 0.006 <0.001
R2 0.695
F-statistic 848.57
p-value (F-stat) <0.001

3.3. Results from testing with speaker prompt in text-to-
semantic layer

As mentioned in 2.4, we tested synthesizing baselines sentences
with and without providing speaker prompt to text-to-semantic
layer. For significance testing, we build an Ordinary Least
Squares (OLS) regression model predicting the probability as-
signed to the outcome being a female voice from the text gen-
der, speaker prompt and use of the text2semantic layer as well
as their interaction effects on the combined dataset for the two
baselines. Neutral or non relevant parameters are coded as 0,
female- and male-inclined settings as 1 and -1 respectively. Ta-
ble 3 shows that the model is statistically significant, and can
explain up to 69.5% of the variation in Bark’s female speaker
assignment. The intercept value suggests that Bark selects a
female speaker in 45.9% of cases in a neutral setting.

text gender × text2semantic has a negative in-
teraction, indicating that the effect of text gender diminishes
when text2semantic is present. This supports our hypothe-
sis that when text gender (a name) contradicts a speaker prompt,
the absence of the text-to-semantic layer gives more influence
to text gender. Similarly, prompt× text2semantic shows
a positive interaction, indicating that the effect of the speaker
prompt is amplified when passed through the text-to-semantic
layer.

4. Discussion
4.1. Gender bias in Bark

The results for both the Professions and GCW datasets indi-
cate that Bark does not exhibit a strong gender bias, where
bias is defined as the systematic alignment of gender stereo-

types with the gender of an assigned speaker. For the Pro-
fessions dataset, Bark demonstrates diversity for 73% of pro-
fessions, while confirming stereotypes in 15% of cases –
specifically, for one male-stereotyped profession “mechanic”
and three female-stereotyped professions “hairdresser”, “li-
brarian”, and “teacher”. Interestingly, in 12% of cases, Bark’s
gender assignment is counter-stereotypical with female speaker
being assigned to three male-associated professions: “CEO”,
“cook”, and “analyst”.

For GCW words, Bark similarly exhibited diversity, assign-
ing a speaker whose gender aligns with stereotypes in only 17%
of cases. However, distinguishing between gender bias and
gender information remains nontrivial, as words like “house-
wife” and “guy” inherently carry gendered meanings6, how-
ever, the systematic association of a female speaker with words
like (“seashell”, “uptown”, “corset”, “prissy”, “fussy”) do
show a bias, especially because the latter two words carry out
a negative connotation. We believe that a Speech-LLM should
not exhibit this bias and reinforce gender associations. Our con-
clusion that Bark does not exhibit strong gender bias is based on
its diverse speaker assignments for most words in both datasets.
While certain preferences emerged in both the Professions and
GCW datasets, they aligned with both stereotypes and counter-
stereotypes. However, given the risk of harmful biases in LLMs,
it remains crucial to stay vigilant.

4.2. Limitations

Both Bark and the SGR model operate on a binary gender
framework, either generating or differentiating between only
male and female categories. This inherently simplifies the com-
plexity of gender identity and excludes non-binary representa-
tions. This study focuses exclusively on English, despite Bark’s
multilingual capabilities. Investigating whether Bark exhibits
similar gender biases in other languages would be valuable.
For instance, Slavic languages (such as Polish and Russian,
which Bark supports) encode gender more explicitly through
adjective- and verb-alignment. The words for GCW dataset,
derived from [17], are thematically diverse, including terms
related to body parts (“hips”), identity (“frat”), and clothing
(“corset”). This variability may introduce inconsistencies in
bias evaluation.

5. Conclusions
In this paper, we evaluated a Speech-LLM-based TTS model
Bark, for the presence of gender bias. We created two text
datasets as TTS input to probe potential bias: Professions and
Gender-Colored Words (GCW). While Bark did not exhibit sys-
tematic gender bias, it displayed a few gender preferences in
both settings, including anti- and pro-bias ones, and demon-
strated gender awareness in the context of names. We also found
proof that Bark does infer gender from the text, specifically,
while encoding text input into semantic tokens.

Since speech inherently requires an authored voice, speaker
selection in Speech-LLMs provides a direct way to observe gen-
der associations in generative models. While Bark does not
exhibit strong systematic bias under the tested conditions, the
autonomous assignment of speaker gender by Speech-LLMs
could serve as a diagnostic tool, especially if leveraged in model
development to uncover underlying patterns in training data that
might otherwise go unnoticed.

6https://dictionary.cambridge.org/uk/dictionary/english/housewife,
https://dictionary.cambridge.org/uk/dictionary/english/guy
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