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Abstract | i

Abstract
Recent developments and changes in Large Language Models (LLMs) have
great potential for application in the field of medical question answering (QA),
particularly through Retrieval-Augmented Generation (RAG) systems. These
systems address challenges in providing reliable and personalized medical
information by integrating authoritative sources. However, evaluating their
performance remains a critical challenge, especially in sensitive medical
contexts where accuracy is critical. Current evaluation techniques often rely
on heavy human annotations, making the process time-consuming and labor-
intensive. While using LLMs as evaluators has been proposed as an alternative
to reduce the manual workload, its reliability remains questionable.

This thesis introduces a new evaluation method to solve this problem,
tested by constructing various RAG systems, including Naive RAG and
Hypothetical Document Embeddings (HyDE) RAG. The evaluation leverages
two different LLMs and is based on a benchmark dataset specifically
designed for yes/no medical questions, with an LLM-only system serving
as the baseline. Metrics used for evaluation include Accuracy, Precision,
Recall, F1 score, Mean Accuracy (MAP), and Mean Reciprocity Rating
(MRR) to measure retrieval and generation performance comprehensively. In
addition, the study explored the impact of different search relevance thresholds
and different models on the RAG system, providing insights for further
optimization.

The experimental results show that RAG systems greatly improve the
accuracy and reliability of medical information retrieval compared to baseline
models. The choice of retrieval relevance thresholds and the selection
of different LLMs also impact the performance of RAG systems. The
paper proposes a robust evaluation method for RAG systems in medical QA
and lays the foundation for extending this method into other knowledge-
intensive domains. Such reliable evaluations will contribute to developing
more effective and reliable medical QA systems, benefiting both healthcare
providers and patients.

Keywords
Medical Question Answering, Large Language Models, Retrieval-Augmented
Generation, Evaluation
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Sammanfattning
Den senaste tidens utveckling och förändringar inom Stora språkmodeller
(LLMs) har stor potential för tillämpning inom området medicinsk frågesvar
(QA), särskilt genom Retrieval-Augmented Generation (RAG) system. Dessa
system hanterar utmaningar när det gäller att tillhandahålla tillförlitlig och
personlig medicinsk information genom att integrera auktoritativa källor. Att
utvärdera deras prestanda är dock fortfarande en stor utmaning, särskilt i
känsliga medicinska sammanhang där noggrannhet är avgörande. Nuvarande
utvärderingstekniker förlitar sig ofta på tunga mänskliga kommentarer, vilket
gör processen tidskrävande och arbetsintensiv. Att använda LLM:er som
utvärderare har föreslagits som ett alternativ för att minska den manuella
arbetsbelastningen, men dess tillförlitlighet är fortfarande tveksam.

Denna avhandling introducerar en ny utvärderingsmetod för att lösa detta
problem, testad genom att konstruera olika RAG-system, inklusive Naive
RAG och Hypothetical Document Embeddings (HyDE) RAG. Utvärderingen
baseras på en referensdatauppsättning som är särskilt utformad för medi-
cinska ja/nej-frågor, med ett LLM-only-system som fungerar som baslinje.
Mätvärden som används för utvärdering inkluderar noggrannhet, precision,
återkallande, F1 poäng, genomsnittlig noggrannhet (MAP) och genomsnittlig
ömsesidighet (MRR) för att på ett heltäckande sätt mäta prestanda för
hämtning och generering. Dessutom undersökte studien effekterna av olika
tröskelvärden för sökrelevans och olika modeller på RAG-systemet, vilket gav
insikter för ytterligare optimering.

De experimentella resultaten visar att RAG-systemen kraftigt förbättrar
noggrannheten och tillförlitligheten vid medicinsk informationssökning
jämfört med baslinjemodeller. Valet av tröskelvärden för hämtningsrelevans
och valet av olika LLM påverkar också RAG-systemens prestanda. I artikeln
föreslås en robust utvärderingsmetod för RAG-system inom medicinsk
kvalitetssäkring och grunden läggs för att utvidga denna metod till andra
kunskapsintensiva domäner. Sådana tillförlitliga utvärderingar kommer att
bidra till utvecklingen av mer effektiva och tillförlitliga medicinska kvalitets-
säkringssystem, vilket gynnar både vårdgivare och patienter.

Nyckelord
medicinsk frågesvar, Stora språkmodeller, Retrieval-Augmented Generation,
Utvärdering.
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Chapter 1

Introduction

1.1 Background
Accessing reliable and personalized health information is a great challenge
in today’s digital healthcare. Traditional search methods, such as browsing
medical websites and research papers, are often time-consuming and fail
to ensure accurate or personalized information. Alternatively, consulting
medical experts may not always be feasible, as doctors may not be available to
answer questions when needed.

The above challenges have found a promising solution with the devel-
opment of Large Language Models (LLMs). By utilizing advanced Natural
Language Processings (NLPs) capabilities, LLMs can significantly enhance
information retrieval and comprehension [1]. Such models can process and
make sense of massive amounts of data and generate insightful answers.
In healthcare, LLMs can address patients’ concerns and provide medical
knowledge assistance.

However, applying LLMs in real-life critical scenarios is dangerous due to
their potential to produce hallucinations [2]. They may provide convincing
but incorrect medical information and mislead patients. To address this
problem, the Retreival-Augmented Generation (RAG) technique has been
introduced to largely improve reliability by integrating information retrieved
from authoritative medical sources.

1.2 Problem
While the development of LLM-based RAG applications shows promise in
providing personalized and trustworthy medical information and answers to
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patients, the current absence of a standard benchmark for evaluating such RAG
systems raises concerns.

Many existing Natural Language Generation (NLG) evaluation frame-
works require much manual work for scoring [3]. While these evaluation
frameworks might give a system’s performance a quantitative assessment, such
heavy human annotations can take a long time.

Some scholars have suggested using LLMs as the evaluator for assessment
and defined some LLM-based metrics [4]. Although this method largely
reduces the manual workload, its reliability remains questionable [5].

The research questions can be summarized as follows:

1. How should we evaluate a RAG system’s performance, and what aspects
and metrics should we consider?

2. Can we have a systematic method to evaluate the RAG systems in
medical Question Answering (QA) tasks without relying on extra human
annotations?

1.3 Purpose
This thesis aims to fulfill the urgent need for a standard method to evaluate
RAG systems in medical QA tasks. Such a method will enable the
convenient and accurate evaluation of related RAG systems, contributing to
the development of more sophisticated RAG systems. This is important for
the advancement in the field of health informatics and the realization of the
transformational power of LLMs in patient education and engagement. In that
way, researchers could be guaranteed a more efficient research performance,
health professionals could provide improved service, and patients could get
more dependable, personalized answers.

1.4 Goals
This project aims to propose a structured method of the evaluation of RAG
systems in medical QA tasks that will drive the development and optimization
of RAG systems in the medical field. The sub-goals are listed as follows:

1. Construct Different RAG Systems: Develop various systems such as
LLM-only, Naive RAG, Hypothetical Document Embeddings (HyDE)
RAG as test subjects.
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2. Design Evaluation Metrics: Well-define the metrics that accurately
assess the performance of RAG systems in medical QA scenarios.

3. Construct a Benchmark Dataset: Build a benchmark dataset for medical
QA that can be utilized to test the performance of RAG systems.

4. Test and Analyze: Employ different configurations and conduct
evaluations of different RAG systems by using the benchmark dataset
and making an analysis.

1.5 Research Methodology
This research follows a positivist approach that uses statistical analysis
and objective observation to evaluate how well RAG systems perform in
medical QA tasks. Various RAG systems will be constructed and compared
using a benchmark dataset with different language models. This study uses
experimental research to systematically manipulate and measure various RAG
configurations under controlled conditions. Quantitative analysis is performed
to measure and compare different metrics, including accuracy, precision,
recall, F1 score, Mean Average Precision (MAP), and Mean Reciprocal Rank
(MRR).

1.6 Contributions
This thesis makes several significant contributions in medical RAG QA
systems. The work proposes a novel, systematic evaluation method of medical
RAG QA systems without relying on additional human annotation, which
is the key gap in the current methodology. It defines evaluation metrics
such as accuracy, precision, recall, F1 score, MAP, and MRR for effective
measurement of both retrieval and generation aspects of RAG systems. This
work finally examines the impact of various retrieval relevance thresholds
and LLMs on the effectiveness of RAG systems. It gives valuable insights
for optimizing retrieval settings and selecting the suitable model. These
contributions advance the development of more effective and dependable
medical QA systems that offer better services for healthcare providers and
patients.
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1.7 Delimitations
This project only focuses on the accuracy of Yes/No answers. This narrow
scope might not fully represent the complexity of medical QA tasks, as it
needs to consider other questions or whether the subsequent explanations
fully align with the ground truth. Moreover, other potential metrics such as
comprehensibility, relevance, and risk assessment of the generated answers
should be considered as the evaluation focuses on retrieval. Furthermore, the
study deals exclusively with evaluating RAG systems designed for medical
information retrieval. Establishing similar benchmarks in other fields is still
widely open and requires further efforts from the research community. Lastly,
the project only uses OpenAI’s GPT models, with no testing conducted on
other LLMs. Future research should explore other LLMs, which may reveal
different strengths and weaknesses within the RAG systems.

1.8 Ethics and sustainability
The project aims to help develop better RAG systems in medicine, which
provide patients with real-time, helpful information and answers, helping
them better understand and assess their physical condition. Given that
the information deals with a person’s health, the generated content has to
be reliable, as any misleading or wrong information could have serious
consequences for patient care.

Ethical guidelines have been strictly followed throughout this study,
ensuring safeguarding concerning the integrity and reliability of the research
process. The Benchmark dataset modified from widely used public datasets
aligns with established data protection regulations.

Moreover, the potential biases inherent in LLMs and RAG systems were
critically examined to ensure that the generated medical answers do not
propagate misinformation or pose a threat to health. By leveraging the
potential of LLMs, this thesis advocates for the advancement of public health
informatics and exemplifies how the transformative power of LLMs can
enhance patient education and engagement.

1.9 Structure of the thesis
The structure of the thesis is as follows: Chapter 2 presents the background
of the proposed topic, including knowledge of LLM, RAG and related works



Introduction | 5

about the evaluation of RAG system. The research methodology employed in
this thesis is summarized in Chapter 3. Chapter 4 gives details on evaluation
setting and RAG system design. Chapter 5 introduces the definition of the
metrics we used and analyzes the performance of the evaluation. Finally,
Chapter 6 summarizes the entire project and discusses potential directions for
further study.
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Chapter 2

Background

2.1 NLP
NLP is an important branch of Artificial Intelligence (AI) that focuses on
implementing machines’ ability to process, understand, and produce human
language. The scope of work for this field ranges from language translation
and semantic analysis to summarization of texts [6]. The primary goal of NLP
is to program computers to comprehend the semantics and nuances of human
language, an objective that continues to present challenges due to the inherent
complexity of natural languages.

Recent advancements in NLP, driven by the transformer architecture,
have revolutionized the capabilities of LLMs, greatly enhancing the quality
of text generation. These state-of-art models show a superior ability to
understand user queries while responding with contextually relevant responses
[6]� highlighting the transformative impact of NLP technology.

2.2 Transformer
The Transformer architecture, first presented by Vaswani et al. in 2017 [7],
which relies on its self-attention mechanism to learn complex relationships and
long-range dependencies within input sequences, revolutionized the world of
NLP. From 2.1, it is evident that this architecture has two primary components:
encoder and decoder. Each component consists of multiple stacked layers,
incorporating multi-head self-attention mechanisms and feedforward neural
networks. The encoder processes the input sequence into a fixed or continuous
representation. Then, the decoder uses it to generate the output sequence.

The Transformer’s self-attention mechanism enables each word in one
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Figure 2.1: The architecture of the Transformer [7]
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sequence to pay attention to all other words in that same sequence with
different degrees of importance based on context, which is crucial for
understanding and generating language. This is done by mapping every token
to a collection of values, keys, and queries. It involves the calculation of dot
products to get scores and the application of the softmax function to yield the
attention weights. The model architecture uses multiple-heads in parallel to
capture diverse aspects of word relationships. Moreover, positional encoding
is combined with the input embeddings to convey information about the order
of tokens since maintaining sequence structure requires that. By this design,
the Transformer can perform most of the NLP tasks, including QA, language
translation, summarization[7].

In contrast to Recurrent Neural Networkss (RNNs) and Long Short-Term
Memorys (LSTMs), which process inputs sequentially, the Transformer takes
an entire sequence as input in parallel, significantly improving computational
efficiency and handling extensive contextual information. This parallel
processing ability and the model’s capacity to concentrate on relevant parts of
the input using a self-attention mechanism make transformers more efficient
and scalable compared to earlier neural network architectures. As a result,
models like GPT [8], BERT [9], and T5 [10], which are based on Transformers,
have become the backbone of many state-of-the-art LLMs, revolutionizing the
field of NLP with their superior performance and flexibility.

2.3 LLM
LLMs have emerged as a groundbreaking advancement in the research of NLP
and AI. With enormous sizes of parameters and complex model architectures,
these models have attained unparalleled performance across diverse language-
related activities such as text processing, generation, translation, and QA [11].
The growing interest in LLMs is because they can learn deep patterns and
semantic structures from huge text corpora, enabling them to demonstrate
human-level fluency and contextual understanding while performing language
processing tasks.

In practice, LLMs are utilized across various domains. For example, in
healthcare, they may analyze data for insight into diseases or serve as agents
offering personalized support in customer service. Even as they have such
broad applicability, developing these models remains a complex and time-
consuming task, requiring extensive computational resources and expertise.

One of the main properties of LLMs is that they can learn from enormous
volumes of text data through pre-training on extensive corpora, driven by the
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exponential growth of data. In this pre-training, the models use the context that
previous words provide to predict the following word in a given sequence.
This enables the models to learn subtle patterns and semantic relationships
in language. Additionally, by incorporating small amounts of high-quality
labeled data, these models can be fine-tuned to enhance performance in
particular user-focused domains and achieve practical levels of utility.

From a model perspective, LLMs leverages a large order of magnitude
parameter to store extensive knowledge, leading to the emergence of new
capabilities. The use of prompt-based methods unifies natural language
understanding and generation tasks, providing a more intuitive human-
computer interface. The transformer architecture at the heart of LLMs has
proven extremely good at acquiring contextual information and long-range
dependencies within sequences of tokens. These features guarantee that the
LLM represents a milestone in the field of NLP.

ChatGPT
GPTs represent a set of deep learning models proposed by OpenAI using
Transformer architecture. These models have become critical in generative
AI applications, including the well-known chatbot ChatGPT.

In the last five years, a significant development in LLMs has achieved
remarkable results on various tasks.

Before 2017, most NLP models relied on supervised learning and,
therefore, could only perform tasks that they had been explicitly trained
on [12]. The appearance of the Transformer architecture in 2017 [13]
provided the basis for semi-supervised learning techniques that enabled the
development of BERT [9] and GPT [8]. These models were based on
unsupervised pre-training followed by supervised fine-tuning and thus can
support multitasking functionality.

GPT models have evolved quickly, with each one improving over the
previous model by a great margin. GPT-1 came first in 2018 [8], introducing
semi-supervised training that first relied on unsupervised pre-training followed
by supervision in fine-tuning and attained surprising results in several tasks
within natural language processing. Then, in 2019, GPT-2 was developed
based on its predecessor with 1.5 billion parameters to produce excellent
scores in a variety of NLP benchmarks [14]. Released in 2020, GPT-3 [15]
provided a quantitative leap with its 175 billion parameters and performed well
on various tasks, thanks to its massive and diverse training dataset.
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ChatGPT from OpenAI was the following revolutionary tool in conversa-
tional AI in 2022. It showed outstanding skills in language understanding, text
generation, and knowledge-based reasoning [16]. Two months after its release,
ChatGPT reached a record milestone of 100 million active users, becoming the
fastest-growing consumer application in history [17]. The incredible speed of
this success has attracted lots of attention, including governments, industry
leaders, and academia, driving a new wave of AI races and offering enormous
opportunities to practically all fields.

Another giant leap came in March 2023 with GPT-4. GPT-4 is more
reliable and creative, adding the possibility of multimodal input and increasing
its utility farther than ever before [18]. This model is expected to impact fields
such as healthcare and medical research greatly. The development of ChatGPT
marks a milestone in addressing core challenges in NLP, representing a critical
step toward the realization of general AI with the potential to transform
numerous fields and industries.

2.4 RAG

Figure 2.2: An example of the limitation

LLMs have demonstrated exceptional reasoning skills across many topics.
However, they are not perfect and have some limitations. Fig 2.2 shows an
example. In this case, the model is unable to provide the result when asked
about the recent men’s singles table tennis championship at the 2024 Paris
Olympic Games. This example demonstrates the model’s reliance on pre-
existing knowledge up to a specific cutoff date and inability to access real-time
data. This limitation becomes problematic when dealing with tasks requiring
access to private data or information introduced after the model’s training
period.
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Additionally, LLMs are prone to hallucinations [2], where sometimes the
responses of these models sound very good but are based on fake or incorrect
information. This is of most concern in complex and knowledge-based tasks
because it is hard to determine whether the given response is correct.

To address these limitations, new techniques have been invented to
overcome shortcomings and enhance the precision and dependability of the
generative AI models. RAG [19] incorporates a component for information
retrieval into the text generation model. In the RAG system, relevant
documents are retrieved from a given source using the input. These documents
are combined with the initial input prompt to generate the final output.

The RAG methods succeed in a lot of NLP tasks, including relation
extraction [20], machine translation [21], and dialogue [22]. By explicitly
acquiring prior external knowledge, RAG allows for greater flexibility and
improved learning through analogy. Moreover, RAG can be fine-tuned
through various strategies to achieve optimal performance, and its internal
knowledge can be updated efficiently without retraining the entire model.

Process

Figure 2.3: An example of the RAG process applied to QA [23]

A representative application of RAG used for QA is illustrated in Figure
2.3. It mainly involves three main stages: indexing, retrieval, and generation.
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In the indexing phase, documents are loaded and split into small,
manageable chunks. This segmentation allows efficient indexing and enables
LLMs to handle data within their token limitations. After that, an embedding
model transforms the chunks into vector representations, which are saved in
a vector database. This process typically happens offline so that data can be
prepared for quick retrieval during real-time queries.

After the data has been indexed, the retrieval phase starts. When a user
submits a query, the retriever component searches the Vector Store for relevant
chunks based on similarity scores. The chunks retrieved along with the user
query are given as input to LLM.

For the generation phase, the final contextually relevant responses are
generated by the LLM using a prompt that includes both the user’s query
and the retrieved contexts. Such an iterative process of retrieval followed by
generation forms the backbone of RAG application, enabling it to effectively
address user queries by integrating information from the indexed database.

2.5 Prompt Engineering
Prompt engineering is an emerging field that comes together with the rise of
LLMs. It is the art and science of writing an effective prompt. This text
string contains natural language directions to improve the behavior of LLMs,
giving them a particular style or manner [24]. In contrast to methods like fine-
tuning, which irreversibly changes the model’s behavior, prompt engineering,
on the one hand, enables users to temporarily influence the behavior of a
model simply by rewording or structuring a request differently. This feature
will allow users to tailor outputs for particular objectives or tasks in real time
without touching the underlying model.

A good prompt clarifies the expectations and gives the model adequate
context that best suits the need for which a response is being made. Several
prompting strategies are commonly employed, including zero-shot, one-shot,
and few-shot learning. These approaches differ in the number of examples
provided to the model alongside the task instructions: zero-shot learning
involves supplying only the instructions without any examples, one-shot
learning includes a single example, and few-shot learning incorporates a small
number of examples. These examples serve to guide the model in generating
the desired output. The design of these prompts is a critical task of the whole
process, as specific prompt designs are more effectively interpreted by models,
leading to improved accuracy and quality in their responses[25]. Due to
the probabilistic nature of LLMs, crafting optimal prompts requires iterative
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testing and refinement.
While the field remains in its early stages, ongoing research continues

to explore new methodologies to improve the design and effectiveness of
prompts. This study area is key to maximizing the potentials of LLMs in
various applications.

2.6 Langchain
LangChain [26] is an open-source development framework specifically
created to support the creation of LLM-based applications in Python and
TypeScript. A core component of this framework is called chain, which serves
as a fundamental building block, allowing developers to connect prompts and
responses modularly. This component makes complex workflows convenient
by linking chains with different functions together.

In the context of RAG applications, LangChain facilitates application
development by providing a whole package of utilities, making it easier to pre-
process and augment data. These include Document Loaders, Text Splitters,
Embedding Models, Vector Stores, and Retrievers. LangChain puts all of
these components into an overall framework, allowing large models to easily
connect with external knowledge and handle queries on specialized topics
beyond the model’s training data.

2.6.1 Chunking
Long documents typically need to be broken down into smaller segments that
fit within the model’s context window. Although this seems very simple, it
can actually involve lots of complexity since semantic integrity needs to be
preserved. We need to ensure that related pieces of information stay together
to maintain coherence and context within the text.

Different document types, such as PDFs, Python scripts, or Markdown,
require different methods tailored to their unique structure. LangChain has a
complete suite of document transformers catering to each type. We can then
load and manipulate the documents using LangChain effectively.

Once the appropriate document loaders have been chosen, one important
thing to consider is the chunk size. This now brings us to how the split process
works. 2.4 illustrate this mechanism. While processing the document, text
will accumulate in a chunk. When the chunk has reached the target size, it is
marked as a distinct piece of text. Then, the process starts again, creating a
new chunk with some overlap from the previous segment. This overlap will
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Figure 2.4: Naive text splitter

help in the continuity and coherence of chunks, maintaining comprehensible
segmented text, which can be further processed or analyzed with meaning.

Figure 2.5: Recursive character text splitter [27]

The recursive character text splitter is the default and most common text
splitter in Langchain. Its advantage is that it allows splitting documents more
intelligently by considering several separators in a hierarchical manner.

As it can be seen in 2.5, the recursive character text splitter tries to split
the document using the most significant separators first, such as double new
lines (”\n\n”), which typically indicate paragraph breaks. If further splitting is
necessary, it will proceed to use single new lines (”\n”), then spaces (” ”), and
finally, individual characters if needed.

This approach helps the recursive character text splitter maintain the
document structure better than a simple character count-based split. In this
way, the divisions of the text could be preserved logically and serve various
applications more effectively.

2.6.2 Embeddings
Embeddings are numerical vector representations that encode textual data
into a multidimensional space, capturing the text’s semantic meaning and
contextual relationships. These vectors allow for advanced text analysis and
manipulations such as semantic search, whereby one can identify and compare
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Figure 2.6: Three examples of embeddings

pieces of text based on their semantic similarities using vector similarity scores
such as cosine similarity.

Figure 2.6 depicts this process of embedding various sentences into
the vector space, which finally converts them into high-dimensional vector
representations. The semantic relatedness of sentences can be determined by
calculating the similarity between these vectors. Sentences about animals and
their activities may yield similar vectors because of their semantic contents,
whereas a sentence about a natural phenomenon may give a dissimilar vector.
This process is critical for effecting necessary transformations in many natural
language processing tasks since it allows for more complexity in understanding
the textual content.

Specialized machine learning models, known as embedding models,
generate these vector representations from textual input. Companies like
OpenAI, Cohere, and Hugging Face provide such models. Each embedding
model creates vectors that capture the semantic meaning of input text so that
tasks like similarity searches, clustering, and other forms of semantic analyses
can be completed.

LangChain unifies all these embedding models by providing a convenient
interface for multiple providers, making it easy to use different embedding
models.

2.6.3 Vector Store
Vector Stores are a specialized class of data storage systems designed
to manage and query large volumes of unstructured data by leveraging
embeddings. These systems are optimized for similarity search and efficient
retrieval of semantically relevant information. Notable examples of Vector
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Figure 2.7: Vector Store

Stores include Chroma, Pinecone, and FAISS (Facebook AI Similarity
Search), each offering unique features to support high-performance retrieval
in various applications.

LangChain played an important role in integrating these capabilities
of the Vector Stores. It provides a streamlined framework for building
applications that harness the power of Vector Stores. LangChain simplifies
the implementation of loading and processing documents, generating
embeddings, and conducting vector searches, providing a robust and scalable
framework for managing and querying unstructured data efficiently.

2.6.4 Retrievers
During query time, the unstructured query gets projected to a vector
representation that the retriever uses to fetch the most similar vectors in the
Vector Store. A retriever is an abstraction layer that returns documents for
these unstructured queries.

Retriever takes a string query as input and produces an output with a list of
relevant documents. This provides flexibility in document retrieval according
to query needs. By integrating Vector Stores, retrievers can leverage the power
of embeddings, enhancing their capability to conduct semantic searches and
identify the most pertinent documents within large datasets. LangChain plays
an important part in this ecosystem by providing a standardized interface
through which many embedding models and retrievers can easily integrate,
optimizing the retrieval process.
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2.7 Evaluation
While the prospects for RAG systems look promising, a standard method is
needed to evaluate the performance.

Traditional human evaluation methods rely on human raters to score the
queries, answers, and retrieved contexts based on relevance and quality.
Although such methods can ensure high accuracy, they are labor-intensive and
time-consuming, limiting scalability and reusability.

Using LLMs as evaluators can be an attractive alternative to address
these challenges [28, 29]. LLMs can judge the quality of the integration
between retrieval and generation components using criteria such as relevance,
coherence, and informativeness and make the process much quicker and
scalable.

RAGAS is a framework [4] for evaluating the RAG systems. It
defines a wide range of metrics covering different dimensions of the
performance of systems without requiring extensive human annotations.
RAGAS is particularly useful in allowing quick evaluation cycles. By
constantly monitoring and assessing different aspects of the RAG pipeline,
developers can find opportunities for enhancement, implement effective
retrieval strategies, and refine prompts crafting. This systematic evaluation
is critical to advance the effectiveness of RAG systems for providing relevant,
coherent, and helpful responses to users.

However, there are still questions about the precision and reliability of the
LLMs as evaluators, for they may have embedded biases that could affect the
grade on generated answers [5]. Besides, their sensitivity to input variations
[30] also raises concerns.

2.8 Related work
LLMs have been studied in medicine to develop and enhance clinical decision-
making and assist in performing medical QA tasks.

Almanac [31] integrates the language models with medical guideline
retrieval and treatment recommendations. It reports significant improvements
in factuality, completeness, and safety across various specialties after
evaluating 130 clinical scenarios by five physicians.

Similarly, Self-BioRAG [32] introduces a specialized framework for the
biomedical text that focuses on producing explanations, retrieving documents
specific to a given domain, and reflecting on the generated answers. Trained
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on 84,000 filtered biomedical instruction sets, it emphasizes the importance
of specific components like tailored retrievers and specialized corpora.

BEEP [33] presents a novel approach for predicting clinical outcomes
by integrating patient-specific medical literature into predictive models. By
analyzing individual clinical notes, BEEP retrieves relevant research papers
to enhance predictions, achieving significant improvements compared to
baseline models.

However, existing evaluations are not comprehensive. They often focus
on the quality of the generated answer without assessing the performance
of the retrieval component. Moreover, the reliance on substantial human
annotations makes repeated evaluations troublesome. Our study bridges the
gap of systematic evaluations of RAG systems in medicine QA.

2.9 Summary
This chapter reviews key advances in NLP, including how Transformer-based
LLMs like GPT have changed the landscape of language understanding and
generation. It discusses the limitations of LLMs, including their reliance on
pre-existing knowledge and tendency to produce hallucinations. It introduces
RAG as a solution that integrates information retrieval with text generation to
enhance accuracy and reliability.

Additionally, the chapter looks at related works like Almanac, Self-
BioRAG, and BEEP, each showing the potential to combine LLMs with
retrieval mechanisms. It concludes by identifying a gap in systematic
evaluations of RAG systems in medical QA tasks, which the present study
aims to address.
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Chapter 3

Methods

This chapter outlined the research methodology used in this project.
Section 3.1 describes the research process. Section 3.2 explains the research
paradigm in detail. Section 3.3 concentrates on the techniques of data
collection adopted in this study. Section 3.4 explains the experimental design.
Section 3.5 evaluates the validity and dependability of the method and the
data collected. Section 3.6 explains how the data analysis was done. Finally,
Section 3.7 explains the framework selected to assess this project.

3.1 Research Process
This section outlines the key steps and methodologies to solve the research
problems defined in 1.2.

3.1.1 Understanding the problem domain
The detailed understanding of the problem domain helped to start the research
work for formulating the problem statement. It included studying related
literature and delving deep into the existing landscape regarding the evaluation
of RAG systems. Such a preliminary step required insights into the reliability,
efficiency, and performance that needed to be guaranteed in evaluating the
RAG systems.

3.1.2 Defining research goals
This project aimed to fulfill the urgent need for a convenient method to evaluate
RAG systems in medical QA tasks, which shaped the research goals. We
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categorized these goals into phases and sub-goals, such as constructing various
RAG systems, developing evaluation metrics, building a benchmark dataset,
and testing.

3.1.3 Design and Conduct Experiment
The research methodology was designed and conducted with suitable
experiments to validate the proposed evaluation method. It included pre-
defining relevant metrics for evaluation, writing relevant code, gathering data
to ensure reliability, and then processing it.

The conduct phase focused on systematically executing the experiments,
monitoring for consistency, adjusting parameters as needed, and ensuring that
all variables were controlled effectively to maintain the integrity of the results.
The process was also documented in this stage so that it became reproducible.

3.1.4 Discussion and Results
The final stage was the discussion of results. At this stage, the importance
of our results had to be assessed regarding their limitations or influencing
factors, and then a conclusion based on the chosen evaluation criteria had to be
drawn. This last stage was crucial for evaluating the project’s overall success
and provided valuable insights into the system’s limitations.

3.2 Research Paradigm
The research paradigm primarily follows positivism, focusing on collecting
numerical data and employing quantitative methods such as statistical analysis
for interpretation. The primary aim is to acquire knowledge through
observation and objective analysis. Data collection follows a deductive
approach, utilizing a predetermined set of metrics for measurement and
analysis.

3.3 Data Collection
We mainly collected the retrieved contexts and answers from the response
during each query process in the RAG system. The collection is easily
achievable if we define the response’s structure and content using LangChain.
The collected data is then used to calculate various metrics for subsequent
analysis.
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Sampling
Due to economic reasons, we sampled some data from the complete
benchmark dataset to use as the test set. This sample adheres to the distribution
of the ground truth contexts in the original dataset. The sample size is 114
to maintain the distribution of the ground truth contexts consistent with the
original dataset.

3.4 Experimental Design
To test the proposed approach for evaluating the performance of RAG systems
in medical QA, we constructed various RAG systems: Naive RAG, HyDE
RAG, and LLM-only. To accurately assess their performance, we defined a
set of comprehensive evaluation metrics tailored to the retrieval and generation
domain. These metrics included accuracy, precision, recall, F1 score, MAP
and MRR).

A diverse and representative dataset of medical questions and answers was
built to serve as the benchmark for testing the RAG systems. The constructed
RAG systems were subjected to rigorous testing using this benchmark dataset.
The evaluation process involved deploying each RAG system in a controlled
environment to ensure consistent testing conditions. A series of question-
answer sessions were conducted where each system processed the same set
of medical questions.

Based on their responses, selected metrics were calculated for each
system. The results were analyzed to identify the strengths and weaknesses
of each system, with specific attention given to areas where the systems
underperformed to pinpoint potential areas for improvement. We also explored
various models and relevance score thresholds to study their effect on system
performance.

Using the above experimental design allows us to give a thorough and
reliable evaluation of the various RAG systems that aim to demonstrate the
dependability and efficiency of our proposed approach to evaluate the RAG
systems.

Test environment
This project is implemented entirely through code. We use Python (version
3.10) as the primary programming language for the testing environment.
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LangChain is the development framework for the LLM-based medical QA
system, leveraging the OpenAI ’GPT-3.5-turbo-0125’ and ’GPT-4o-mini’
model. The temperature for the model has been kept at 0 to ensure
consistency of the model outputs to a high degree. This temperature setting is
critical when dealing with sensitive medical information. While these higher
temperatures allow the model to produce more creative and diverse outputs,
our need for accuracy and reliability necessitates constraining the model to
a lower temperature setting. All these prerequisites set a sound basis for the
development, testing, and performance of the evaluation of our RAG systems
to keep their focus on producing accurate and relevant medical information.

3.5 Assessing reliability and validity of the
data collected

This section evaluates the validity and dependability of the method and the
data collected.

3.5.1 Validity of method
To ensure the validity of our method, we processed the same set of medical
questions through each of the RAG systems so that any comparisons would be
fair. Moreover, because of our extended testing and systematic analysis, the
strengths and weaknesses of every RAG system became apparent, pointing
to areas for improvement. Such measures ensured that our approach would
be both valid and robust for the actual performance of RAG systems in the
medical QA domain.

3.5.2 Reliability of method
We had a reliable experimental design because the test settings were consistent
in a controlled environment, and the QA sessions are standardized to allow
repeatability. Since each RAG system was deployed in the same controlled
environment, no external variable might interfere with its performance,
ensuring that only the capability of the systems is evaluated. Standardized QA
sessions resulted in each system processing the same set of medical questions
under the same conditions. Such an approach would allow us to repeat the
experiment more than once and expect to achieve the same results, thereby
reinforcing the reliability of our measurements and conclusions.
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3.5.3 Data validity
The validity of the collected data was ensured through a modified representa-
tive dataset of medical questions and answers reflecting real-world scenarios.
We adopted standard and widely accepted metrics for evaluation, including
accuracy, precision, recall, F1 score, MAP, and MRR, which comprehensively
captured different aspects of performance. These measures ensured that
the data was accurate and that conclusions could reflect the systems’ true
capabilities.

3.5.4 Reliability of data
To ensure the reliability of our data, each of the RAG systems was evaluated
multiple times under identical configurations. Repeating identical conditions
offered consistency in the values measured, confirming reliability. This
rigorous and systematic process thus ensured reliability and reproducibility
in results regardless of the number of runs.

3.6 Planned Data Analysis

3.6.1 Data Analysis Technique
We used standard quantitative metrics to compare this study’s various RAG
systems. For each RAG system, we computed these metrics and averaged the
values resulting from multiple runs by ensuring the reliability of the outcome.
After that, the average of each metric is compared across various systems to
perform the analysis.

3.6.2 Software Tools
This thesis was implemented with Pycharm and Jupyter Notebook in a Conda
environment. Libraries used in the experiment were

• Langchain: Open-source framework to build LLM applications.

• Faiss: Open-source library for efficient similarity search and clustering
of dense vectors.

• Matplotlib: Famous Python plotting library provides static, animated,
and interactive visualizations to generate plots and graphs.
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• Pandas: Powerful Python library applied to data analysis and
manipulation. It offers data structures like DataFrames that facilitate
effective work with structured data.

3.7 Evaluation framework
In the initial phase, we evaluated the function of the prototype by verifying that
the responses contained the correct and expected formatted data. This initial
check ensured that the data returned by the system included both the retrieved
contexts and the corresponding answers accurately.

After verifying the prototype’s basic functionality, we proceeded to a
more detailed evaluation by testing different RAG systems, including Naive
RAG, HyDE RAG, and LLM-only. Each system was assessed under the
same conditions using our benchmark dataset. We employed a collection
of evaluation metrics tailored to the retrieval and generation domain and
conducted multiple tests to evaluate each system’s performance.
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Chapter 4

Implementation

4.1 Evaluation Setting
This study’s main objective is to assess RAG systems in a manner that
reflects patients’ real-life medical information requirements. Consequently,
our evaluation includes the following settings:

• Retrieval Utilization: Answering real-world medical questions is inher-
ently challenging due to their knowledge-intensive nature. Retrieval
must be utilized during the evaluation process to ensure that the
generated answers are reliable and well-founded.

• Zero-Shot Learning: Given that real-world medical questions are
frequently asked without prior similar examples, in our setting, the RAG
systems should be assessed in a zero-shot context where the use of few-
shot learning is not allowed

• Question-Only Retrieval: In realistic settings, QA only knows the
question. The retrieval should only use the question as the initial input.
This approach offers a more authentic evaluation for RAG systems.

• Yes/No QA Evaluation: Yes/No QA is one of the easiest and most
common practical methods to evaluate on a large scale [34]. One can
directly check the generated answers without annotations.

These methodological choices collectively provide a comprehensive and
systematic method to evaluate the RAG systems in QA tasks without relying
on extra human annotations.
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4.2 Metrics
An important research question is what aspects and metrics we should consider
to evaluate a RAG system’s performance. Given the architecture of RAG
systems introduced in 2.4, it is natural to assess their performance across two
key dimensions: Retrieval and Generation.

4.2.1 Accuracy
Accuracy is a critical metric in evaluating the performance of the generation
component of a RAG system, as it directly reflects the system’s ability to
produce correct and reliable answers.

In the prompt, we have already forced that the answers returned by LLM
begin with ”Yes” or ”No.” This format makes it possible to compare the
results directly to the golden standard answers, starting with ”Yes” or ”No.”
If the responses match, the accuracy of the QA instance will be 1. In case of
disagreement, the recorded accuracy will be 0.

The accuracy of the QA instance can be computed using the formula that
follows:

Accuracy =

∑N
i=1 δ(responsei, golden standardi)

N

where:

• N is the total number of QA instances.

• responsei is the answer generated by LLM for the i-th instance.

• golden standardi is the correct (golden standard) answer for the i-th
instance.

• δ(x, y) represents the Kronecker delta function, which is 1 if x = y and
0 otherwise.

4.2.2 Precision
Precision is a measure of the accuracy of the positive contexts retrieved by
RAG systems. It represents the fraction of true positive contexts retrieved
among all the contexts retrieved. High precision is essential as it reflects
the retrieval system’s ability to minimize irrelevant information, ensuring the
relevance of the retrieved contexts.
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For precision, the formula is:

Precision =
TP

TP + FP

where:

• TP (True Positives) is the number of positive instances correctly
retrieved by the RAG systems.

• FP (False Positives) is the number of false instances incorrectly
retrieved by the RAG systems.

4.2.3 Recall
Recall measures the ability of RAG systems to identify all relevant instances,
reflecting the proportion of true positive contexts among the total actual
positives. High recall is crucial in ensuring that the system retrieves as
many relevant contexts as possible, minimizing the risk of missing critical
information. It reveals the system’s effectiveness in covering the breadth of
relevant data.

We use the following formula to calculate Recall:

Recall =
TP

TP + FN

where:

• TP (True Positives) is the number of positive instances correctly
retrieved by the RAG systems.

• FN (False Negatives) is the number of positive instances the RAG
systems failed to retrieve.

4.2.4 F1 score
The F1 score is the harmonic mean of Precision and Recall, providing a
balanced measure that accounts for both false positives and false negatives. It
plays an important role when there is an uneven class distribution or when both
precision and recall are crucial. In RAG systems, a high F1 score indicates a
well-rounded performance, revealing the system’s ability to retrieve relevant
contexts accurately while minimizing irrelevant ones. This balance is critical
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in applications like medical QA, where both comprehensive coverage and
precision are necessary to ensure reliable and accurate information retrieval.

The formula for F1 score is:

F1 score = 2× Precision × Recall
Precision + Recall

4.2.5 MAP
MAP measures the quality of a ranked list of retrieved results. It calculates
the mean of Average Precision scores for each query, considering the order
of results. This metric is vital as it evaluates whether relevant contexts
are retrieved and their ranking. A high MAP score indicates that relevant
information is consistently placed higher in the retrieval list, enhancing the
system’s efficiency by presenting the most valuable contexts early. For RAG
systems, this reveals the system’s capability to prioritize highly relevant
contexts.

The formula for MAP is:

MAP =
1

Q

Q∑
q=1

AP(q)

where:

• Q is the total number of queries.

• AP(q) is the Average Precision for query q, calculated as:

AP(q) =
∑n

k=1 P (k)× rel(k)
number of relevant documents

• P (k) is the precision at position k, calculated as:

P (k) =
The number of relevant documents in the top k retrieved documents

k

• rel(k) is an indicator function that is 1 if the retrieved document at rank
k is relevant and 0 otherwise.
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4.2.6 MRR
MRR is a metric that measures the effectiveness of a system in retrieving
relevant documents. It considers the rank of the first relevant retrieved result.
It ensures effectiveness by highlighting the system’s ability to present relevant
information quickly, reflecting how efficiently systems can retrieve valuable
content. For RAG systems, a high MRR score indicates that the system
consistently retrieves relevant contexts early in the ranked list.

The formula for MRR is:

MRR =
1

Q

Q∑
q=1

1

rankq

where:

• Q is the total number of queries.

• rankq is the rank position of the first relevant retrieved document for
query q.

4.3 Benchmark Dataset
BioASQ [35] is a competition focusing on large-scale biomedical semantic
indexing and QA. It seeks to assess how well systems can use data from
biomedical articles to semantically index large volumes of scientific papers
and provide accurate, easily comprehensible responses to queries in natural
language.

BioASQ Task B aims to gather accurate and understandable responses to
biomedical research questions. The English questions given to the systems
taking part in Task B are designed by biomedical professionals to represent the
information requirements of everyday life. The systems must return relevant
articles, snippets from the corpus, and English summaries. These questions,
gold standard reference answers, and associated documentation are included
in the BioASQ-QA dataset created for Task B, providing a realistic and
challenging benchmark for developing and evaluating biomedical QA systems.

In order to align with the evaluation settings discussed earlier, we selected
Yes/No questions from the BioASQ-QA dataset. To facilitate a more accurate
assessment of retrieval performance, we removed a portion of the questions
with an excessive number of relevant passages. This filtered dataset, named
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BioASQ-QA-Y/N, consists of 776 questions, allowing us to focus on a more
tractable and reliable evaluation of RAG systems.

Figure 4.1: A demonstrative screenshot of BioASQ-QA-Y/N dataset

Figure 4.1 provides an example of the BioASQ-QA-Y/N dataset. In
this dataset, the columns include the following: the question column, which
contains the original biomedical Yes/No questions provided by experts; the
ground truth column, which contains the gold standard answers, providing
”Yes” or ”No” responses along with brief explanations for each; and the
relevant passage ids column, which lists the IDs of relevant passages from the
corpus, indicating the specific passages that the system should retrieve from
the Vector Store during evaluation. The relevant passage IDs are essential
as they specify the exact passages to be retrieved, enabling a more targeted
assessment of retrieval performance.
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Figure 4.2: Distribution of Number of Relevant Passages in BioASQ-QA-Y/N

Figure 4.2 illustrates the distribution of the number of relevant passages
within this dataset. Our sampled dataset will also follow this distribution.

In this project, we will use this BioASQ-QA-Y/N dataset as the benchmark
dataset to evaluate different RAG systems.

4.4 RAG Systems Design

4.4.1 Parameter selection

Parameter Values
Data loader CSVLoader
Vector stores Chroma / FAISS
Models OpenAI ’GPT-3.5-turbo-0125’ / ’GPT-4o-mini’
Embedding Model OpenAI Embeddings
Relevance score Cosine similarity

Table 4.1: Experiment parameters used in the project

Table 4.1 summarizes the key parameters and components used in the
experimental setup. For data processing, the system employs the CSVLoader
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to handle data input. It utilizes two types of Vector Stores, Chroma and
FAISS, for efficient similarity search operations. The OpenAI ’GPT-3.5-
turbo-0125’ model is the main engine driving the computations, while OpenAI
Embeddings convert input data into vector representations. The system applies
Cosine similarity as the relevance score metric to measure the similarity
between embeddings, ensuring an accurate comparison of vector closeness
in the embedding space.

4.4.2 LLM-only

Figure 4.3: Workflow of LLM-only system.

In this project, LLM-only system serves as a baseline. As is shown in Fig4.3, it
does not incorporate any document retrieval. Instead, it relies entirely on the
generation component to answer questions based on pre-existing knowledge
within the LLM. Fig 4.4 shows an example of a query of LLM-only system.
In this system, we only consider accuracy regarding the evaluation metric.

Question:
Are artificial blood cells available?
Ground truth answer: No, the critical point for the breakthrough for artificial blood
products has not come yet but could be ahead.
Generated Answer: No, artificial blood cells are not currently available for use in medical
practice. Research is ongoing to develop artificial blood cells that can potentially be used
in the future to treat various medical conditions. However, at this time, traditional blood
transfusions using donated blood remain the standard treatment for patients in need of
blood.
Metrics:
Accuracy: 1

Figure 4.4: An instance of a query of LLM-only system
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4.4.3 Naive RAG

Figure 4.5: Workflow of Naive RAG system.

A Naive RAG system employs a straightforward approach to combining
retrieval and generation techniques to answer queries. The retrieval
component uses simple and direct methods, specifically basic vector similarity
searches based on the index of the query using the embedding model, with
the relevance score calculated by cosine similarity. The system searches
through the predefined Vector Store, generated from the corpus, to find
those most relevant to the user’s query. This method is designed to quickly
identify documents that contain terms related to the query without employing
complex algorithms or deep learning models. Once the relevant documents
are retrieved, the generation component takes over. It processes the content of
these documents to understand the context and extract useful information that
can be used to generate an answer using NLP techniques. The system uses a
prompt to guide the generation process, ensuring the extracted information is
formulated into a coherent and informative response.
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Question:
Are artificial blood cells available?
Relevant contexts id: [’28406466’, ’20234994’]
Retrieved Contexts:
context 1: Formerly developed resuscitation fluids solely imitated the main function of
the blood -oxygen transport. A research driven by the army requested an oxygen carrier
that does not need cross typing and cooled storage. …
context id: ’20234994’
Ground truth answer: No, the critical point for the breakthrough for artificial blood
products has not come yet but could be ahead.
Generated Answer: No, artificial blood cells are not widely available. Research and
development in this area have faced challenges, with many products failing to achieve
convincing study results. Some ventures are currently investigating third and fourth
generation products of artificial blood components, but a breakthrough has not yet been
achieved.
Metrics:
Accuracy: 1
Precision: 1
Recall: 0.5
F1 score: 0.667
MAP: 1
MRR: 1

Figure 4.6: An instance of a query of Naive RAG system

Fig 4.6 presents a real example. In the case of RAG system, we have
the list of relevant contexts id, which contains the ideal contexts the RAG
system is expected to retrieve. Additionally, the actual retrieved contexts are
available. These data enable the computation of metrics like accuracy, recall,
F1 score, MAP, and MRR, which quantify the retrieval performance, ensuring
a comprehensive assessment of the system’s effectiveness in retrieving
information.
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4.4.3.1 Prompt

You a r e a h e l p f u l med i c a l e xp e r t , and your t a s k i s t o answer
a Yes / No med i ca l q u e s t i o n u s i ng t h e r e t r i e v e d c o n t e x t s . I f
t h e c o n t e x t s a r e no t p rov ided , answer t h e q u e s t i o n d i r e c t l y
based on your med i c a l knowledge . Your answer must be f a i t h f u l
t o t h e q u e s t i o n .

The answer must s t a r t w i th e i t h e r ”Yes ” o r ”No” , f o l l owed by
a e x p l a n a t i o n r e l a t e d t o t h e q u e s t i o n . Use t h r e e s e n t e n c e s
maximum and keep t h e answer c o n c i s e .

q u e s t i o n : { q u e s t i o n }
c o n t e x t : { c o n t e x t s }

Listing 4.1: Prompt of RAG

Listing 4.1 presents the prompt utilized by the RAG system to generate answers
for yes/no medical questions. The prompt explicitly instructs the model to
assume the role of a medical expert, aiming to provide an informed response
based on the retrieved contexts. In cases where no relevant contexts are
retrieved, the model generates an answer based on its prior medical knowledge.
The prompt specifies that the response must begin with either ”Yes” or ”No,”
followed by a brief explanation that provides context or justification, restricted
to a maximum of three sentences. This consistent answer format makes the
calculation of accuracy convenient.
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4.4.3.2 Code

de f n a i v e _ c h a i n ( r e t r i e v e r , l lm_name ) :
l lm = ChatOpenAI ( model_name=llm_name , t e m p e r a t u r e =0)
p rompt_ rag = ChatPromptTempla te . f r om_ t emp l a t e (

r a g _ t e m p l a t e )
f i n a l _ r a g _ c h a i n = (

R u n n a b l e P a r a l l e l (
{ ” c o n t e x t s ” : i t e m g e t t e r ( ” q u e s t i o n ” ) | r e t r i e v e r |

f o rma t_docs ,
” q u e s t i o n ” : i t e m g e t t e r ( ” q u e s t i o n ” ) }

) |
{ ” answer ” : p rompt_ rag | l lm | S t r O u t p u t P a r s e r ( ) ,
” c o n t e x t s ” : i t e m g e t t e r ( ” c o n t e x t s ” ) }

)
r e t u r n f i n a l _ r a g _ c h a i n

Listing 4.2: code of Naive RAG chain

Listing 4.2 presents the implementation of the Naive RAG chain, developed
using the Langchain framework. The function integrates the retriever and
a LLM into the RAG process. The ChatOpenAI component is initialized
with a specified language model, and a zero temperature is used to ensure
deterministic output. The chain proceeds by constructing a prompt template
using ChatPromptTemplate. Subsequently, the RunnableParallel component
facilitates the parallel execution of retrieval and generation tasks. The
language model prompts the question and the retrieved contexts to generate
the final answer. This implementation exemplifies a streamlined approach to
building a RAG system.
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4.4.4 Hyde RAG

Figure 4.7: Workflow of HyDE RAG system

HyDE [36] is a new technique intended to improve the performance and
reliability of information retrieval systems. Traditional embedding retrievers
often struggle to generalize effectively across new domains, a challenge HyDE
aims to address.

Fig 4.7 shows the workflow of HyDE RAG system. It operates by
initially generating a hypothetical document based on the initial query. This
process involves zero-shot prompting a language model to create a synthetic
document that encapsulates the relevant patterns of the initial query. Once the
hypothetical document is generated, it is encoded into an embedding vector
using the embedding model. This embedding subsequently identifies similar
documents within the document embedding space based on vector similarity.
The primary advantage of this approach is that the generated hypothetical
document may be closer to the ground truth context in the vector space than
the initial query, which enhances the accuracy of identifying relevant contexts.

Since the search results are sourced directly from a trusted knowledge
base, the risk of returning inaccurate responses by the language model
is minimized, making HyDE particularly useful in sensitive applications
such as healthcare, where precise and reliable information is crucial. By
refining search mechanisms and reducing the time spent filtering out irrelevant
documents, HyDE enhances overall productivity.
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Question:
Are artificial blood cells available?
Hypothetical Document:
Artificial blood cells, also known as synthetic red blood cells or blood substitutes, are
a promising area of research in the field of biotechnology and medicine. These artificial
blood cells are designed to mimic the functions of natural red blood cells, such as carrying
oxygen and nutrients throughout the body. …
Relevant Contexts id: [’28406466’, ’20234994’]
Retrieved Contexts:
context 1: Formerly developed resuscitation fluids solely imitated the main function of
the blood -oxygen transport. A research driven by the army requested an oxygen carrier
that does not need cross typing and cooled storage. …
Context id: ’20234994’
Context 2: Recombinant human erythropoietin (rhEpo, epoetin) has proved beneficial in
preventing transfusion-dependent anaemia in patients with chronic kidney disease. Apart
from copied epoetins distributed in less regulated markets, …
Context id: ’24748667’
Ground truth answer: No, the critical point for the breakthrough for artificial blood
products has not come yet but could be ahead.
Generated Answer: No, artificial blood cells are not widely available for clinical
use. Despite decades of research and development, many products have not achieved
convincing study results or FDA approval. Some ventures are currently investigating third
and fourth generation products, but a breakthrough in artificial blood products has not yet
occurred.
Metrics:
Accuracy: 1
Precision: 0.5
Recall: 0.5
F1 score: 0.5
MAP: 1
MRR: 1

Figure 4.8: An instance of a query of HyDE RAG system

Figure 4.8 illustrates an example of a query processed by the HyDE RAG
system. In this instance, the language model first generates a hypothetical
document, providing a synthesized, contextually relevant response to the
question. This hypothetical document connects the initial query and the
retrieved contexts, guiding the retrieval component towards more accurate
and relevant information. By creating a preliminary summary of potential
answers, the system can refine the retrieval process, thereby improving the
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overall quality and relevance of the retrieved information.

4.4.4.1 Prompt

P l e a s e w r i t e a s c i e n t i f i c p a s s ag e t o answer t h e q u e s t i o n .

q u e s t i o n : { q u e s t i o n }
Pas s age :

Listing 4.3: prompt of HyDE

Listing 4.3 shows the prompt used by the HyDE system for generating a
hypothetical document. The prompt requests the model to write a scientific
passage in response to the provided question.

4.4.4.2 Code

de f hyde_cha in ( r e t r i e v e r , l lm_name =) :
prompt_hyde = ChatPromptTempla te . f r om_ t emp l a t e (

hyde_ t emp l a t e )
l lm = ChatOpenAI ( model_name=llm_name , t e m p e r a t u r e =0)
g e n e r a t e _ d o c s _ f o r _ r e t r i e v a l = (

prompt_hyde | l lm | S t r O u t p u t P a r s e r ( )
)
r e t r i e v a l _ c h a i n = g e n e r a t e _ d o c s _ f o r _ r e t r i e v a l | r e t r i e v e r
p rompt_ rag = ChatPromptTempla te . f r om_ t emp l a t e (

r a g _ t e m p l a t e )
f i n a l _ r a g _ c h a i n = (

R u n n a b l e P a r a l l e l (
{ ” c o n t e x t s ” : r e t r i e v a l _ c h a i n | fo rma t_docs ,
” q u e s t i o n ” : i t e m g e t t e r ( ” q u e s t i o n ” ) }
) |
{ ” answer ” : p rompt_ rag | l lm | S t r O u t p u t P a r s e r ( ) ,
” c o n t e x t s ” : i t e m g e t t e r ( ” c o n t e x t s ” ) }

)
r e t u r n f i n a l _ r a g _ c h a i n

Listing 4.4: code of HyDE chain

Listing 4.4 presents the implementation of the HyDE chain. Unlike the Naive
RAG chain, the function adds the step of generating a hypothetical document
prior to retrieval. Initially, ChatPromptTemplate creates a HyDE prompt,
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which is passed to the LLM to generate this hypothetical document. This
document serves as an intermediary, guiding the retrieval of relevant contexts.
The final response is then produced using the recovered contexts and a RAG
prompt.

4.5 Embedding and Retriever setting
We use OpenAI’s embedding model for the entire process in this project. For
the LangChain retriever, the retrieved documents are ranked based on their
similarity scores in descending order. It then usually returns the results in two
ways: one returns the top k highest-scoring results, and the other returns only
the results with scores above a specified threshold. The code of these two
retrievers is shown in the List 4.5.

r e t r i e v e r = v e c t o r s t o r e . a s _ r e t r i e v e r ( s e a r ch_kwa rg s ={”k” : 4} )
r e t r i e v e r = v e c t o r s t o r e . a s _ r e t r i e v e r (

s e a r c h _ t y p e =” s i m i l a r i t y _ s c o r e _ t h r e s h o l d ” ,
s e a r ch_kwa rg s ={” s c o r e _ t h r e s h o l d ” : 0 . 75}

)

Listing 4.5: two kinds of retriever

From Fig 4.2, we can see that the number of relevant passages (ground
truth contexts) varies significantly. Using the top k retrieval method is not
suitable for this dataset. Therefore, we chose the second approach, filtering
the results whose scores exceed a specified threshold.

The choice of this threshold becomes particularly important. If the value
is too low, the retriever may include some potentially irrelevant contexts in
the returned results, reducing the retrieval efficiency. On the other hand, if the
value is set too high, we might miss some crucial contexts. Both scenarios can
impact the generation process.
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Figure 4.9: Distribution of relevance scores of matched contexts

Percentile Relevance score
10th percentile 0.762
25th percentile 0.783

50th percentile (median) 0.806
75th percentile 0.828
90th percentile 0.846

Table 4.2: Distribution percentiles of relevance score of matched contexts

Using the benchmark dataset, we first evaluated the Naive RAG system.
The retriever used the top 21 (the maximum number of relevant passages)
retrieval method. We then recorded the relevance scores of the retrieved
documents and filtered out those that matched the ground truth contexts. Fig
4.9 shows the distribution of the relevance scores of those matched contexts.
Moreover, Table 4.2 gives distribution percentiles of relevance score. We
decided to use 0.762 and 0.783 as testing thresholds for our retriever to cover
most ground truth contexts.
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4.6 Variable controlling

Table 4.3: Independent Variables

Independent Variable Values

Different QA systems
No RAG

Naive RAG
HyDE RAG

Models GPT-3.5
GPT-4o-mini

Relevance Score Threshold 0.762
0.783

Table 4.4: Dependent Variables

Dependent Variable Values

Measurement Metric

Accuracy
Precision
Recall
F1 score
MAP
MRR

In summary, the experiment evaluates three QA systems—LLM-only, Naive
RAG, and HyDE RAG, using two different models for the test, with relevance
score thresholds of 0.762 and 0.783 applied. Metrics including accuracy,
precision, recall, F1 score, MAP, and MRR are used to evaluate their
performance. This structured approach enables a rigorous evaluation of
each system’s effectiveness, providing a comprehensive analysis of their
capabilities in handling the medical QA tasks.
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Chapter 5

Results and Analysis

5.1 Results

Figure 5.1: Comparison of different RAG systems using proposed metrics with
0.762 relevance score threshold and GPT-3.5 model
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Figure 5.2: Comparison of different RAG systems using proposed metrics with
0.783 relevance score threshold and GPT-3.5 model

Figure 5.3: Comparison of different RAG systems using proposed metrics with
0.762 relevance score threshold and GPT-4o-mini model
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Figure 5.4: Comparison of different RAG systems using proposed metrics with
0.783 relevance score threshold and GPT-4o-mi model

5.2 Analysis

5.2.1 System Analysis
Across all configurations, LLM-only, Naive RAG, and HyDE RAG demon-
strated varying levels of performance, influenced by both model type and
threshold setting.

5.2.1.1 Accuracy

Overall, the RAG (Naive RAG and HyDE RAG) systems outperform the LLM-
only system in terms of accuracy across both model types and thresholds. The
highest accuracy is observed in the HyDE RAG system under the GPT-4o-
mini model at a relevance score threshold of 0.762, achieving an accurate
value of 93.86%. The result of accuracy suggests that incorporating retrieval
mechanisms enhances the reliability of generated answers, contributing to
more dependable outcomes in medical QA tasks. The result aligns with the
existing research [33] where using RAG also helps improve the accuracy.
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5.2.1.2 Precision

Naive RAG shows higher precision compared to HyDE RAG under all
conditions. Precision means the accuracy of the positive contexts retrieved
by RAG system. This difference can be attributed to the mechanism used
by HyDE, which generates hypothetical texts based on the input question,
subsequently retrieving similar documents. This approach increases the risk
of introducing a portion of irrelevant information (FP) compared to question-
only retrieval.

5.2.1.3 Recall

Recall values indicate that HyDE RAG generally outperformed Naive RAG
across all configurations. Recall quantifies the RAG systems’ capacity to
identify all relevant instances. Although HyDE leads to a decrease in
precision, this approach can also potentially uncover relevant documents (TP)
that might have been missed by using question-only retrieval, making the recall
score higher.

5.2.1.4 F1 score

F1 score reflects the balance between retrieving all relevant information
(recall) and the correctness of those retrieved results (precision). Overall,
Naive RAG demonstrates a better balance in retrieval performance, effectively
managing the trade-offs in leveraging different retrieval strategies within RAG
systems.

5.2.1.5 MAP

MAP values reveal that HyDE RAG consistently matches or exceeds the
performance of Naive RAG. This indicates HyDE RAG’s superior ability to
rank relevant information higher in the retrieved list, which is crucial for the
efficient and accurate provision of relevant medical information in QA tasks.
Compared to the similarity between the question and the ground truth context,
the generated hypothetical document is often more similar to the ground truth,
which is why it can rank relevant information higher.

5.2.1.6 MRR

In terms of MRR, there is no significant difference between the HyDE RAG
and Naive RAG systems, with both demonstrating similar performance. The
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relatively high MRR values indicate that both systems effectively rank the
correct answers near the top.

5.2.2 Model Analysis
5.2.2.1 Accuracy

Regarding accuracy, the GPT-4o-mini model consistently outperforms GPT-
3.5 across all systems and thresholds. Specifically, HyDE RAG achieves the
highest accuracy with GPT-4o-mini at a threshold of 0.762, reaching 93.86%.
This suggests that the more advanced model performs better in medical QA,
effectively utilizing the retrieved information to generate more accurate and
reliable answers.

5.2.2.2 Other Metrics

For the other metrics (Precision, Recall, F1 score, MAP, and MRR), the
performance of the GPT-3.5 and GPT-4o-mini models is identical for the Naive
RAG system, while there are minor differences observed for the HyDE RAG
system. The reason for these differences is that the model only contributes
to the generation phase, including the creation of hypothetical documents
for HyDE RAG system, while not directly affecting the retrieval process.
Consequently, any variation in the metrics for HyDE RAG is due to differences
in how hypothetical content is generated rather than the retrieval mechanism
itself.

5.2.3 Relevance Threshold Analysis
The analysis of relevance thresholds at 0.762 and 0.783 reveals distinct effects
on the performance of the RAG systems across different metrics, highlighting
the influence of this parameter in optimizing the retrieval process.

5.2.3.1 Accuracy

Across both relevance thresholds, the accuracy results show a significant
variation for both Naive RAG and HyDE RAG systems. For the GPT-4o-
mini model, accuracy is higher at the lower relevance threshold of 0.762
for both Naive RAG (91.23%) and HyDE RAG (93.86%), compared to the
0.783 threshold (Naive RAG: 88.60%, HyDE RAG: 91.23%). However, for
the GPT-3.5 model, the results are the opposite. Accuracy is higher at the
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higher relevance threshold of 0.783 for both Naive RAG (85.09%) and HyDE
RAG (82.46%), compared to the 0.762 threshold (Naive RAG: 81.58%, HyDE
RAG: 79.82%).

This suggests that the relevance threshold’s effect is influenced by various
factors, and the choice of threshold should involve experimentation and a case-
by-case analysis. While a lower threshold benefits the GPT-4o-mini model by
providing more diverse retrievals that improve accuracy, the GPT-3.5 model
sees improved performance with a higher threshold, likely due to stricter
filtering leading to higher-quality context inputs.

5.2.3.2 Precision

With increases in threshold values from 0.762 to 0.783, we observe a
corresponding increase in precisions across both models and systems. The
increase in the threshold causes the system to avoid more documents whose
relevance scores come below the threshold. This reduces the proportion of
false positives (FP). As a result, the RAG system is more likely to retrieve the
most relevant contexts, which will therefore improve precision.

5.2.3.3 Recall

Increasing the threshold from 0.762 to 0.783 results in a remarkable reduction
in recall across all configurations. Since increasing the threshold reduces the
number of documents returned, irrelevant contexts are filtered out, reducing
true positives (TP). As fewer relevant instances are retrieved, the overall recall
metric decreases, showing that a system is losing its capability to capture all
possible relevant information.

5.2.3.4 F1 Score

Even though the increased threshold from 0.762 to 0.783 increases precision
with a lowered recall, the overall F1 Score improves. This suggests that
a higher threshold value optimizes the precision-recall tradeoff, improving
overall retrieval performance. The better F1 score means that, at this
point, the system can achieve more effective retrieval by better balancing
the compromise between retrieving relevant documents and not retrieving
irrelevant ones.
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5.2.3.5 MAP

The values for MAP follow a slight drop for an increased threshold from 0.762
to 0.783. This is easily explainable - the more conservative threshold reduces
the overall number of contexts returned, including some that probably would
have had a lower relevance score but may still be useful. As fewer contexts are
included in the retrieved set, the overall ranking of relevant contexts becomes
less optimal, with a smaller MAP as a result.

5.2.3.6 MRR

In terms of MRR, no great difference is observed between the thresholds
of 0.762 and 0.783. This can be explained by the fact that the highest-
ranked relevant document is often still retrieved. As the MRR metric focuses
primarily on the position of the first relevant context within the retrieved list,
the impact of adjusting the threshold is minimized, resulting in similar MRR
scores across both conditions.

5.3 Table

Method Accuracy(%) Precision Recall F1 score MAP MRR
LLM-only 71.05 - - - - -
Naive RAG (0.762) 81.58 0.41 0.70 0.44 1.54 0.83
Naive RAG (0.783) 85.09 0.53 0.58 0.49 1.38 0.78
HyDE RAG (0.762) 79.82 0.30 0.79 0.37 1.53 0.80
HyDE RAG (0.783) 82.46 0.37 0.75 0.41 1.49 0.81

Table 5.1: Comparison of different RAG systems using proposed metrics with
0.762 or 0.783 relevance score threshold using GPT-3.5
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Method Accuracy(%) Precision Recall F1 score MAP MRR
LLM-only 85.96 - - - - -
Naive RAG (0.762) 91.23 0.41 0.70 0.44 1.54 0.83
Naive RAG (0.783) 88.60 0.53 0.58 0.49 1.38 0.78
HyDE RAG (0.762) 93.86 0.33 0.79 0.39 1.60 0.85
HyDE RAG (0.783) 91.23 0.38 0.75 0.43 1.56 0.84

Table 5.2: Comparison of different RAG systems using proposed metrics with
0.762 or 0.783 relevance score threshold using GPT-4o-mini

Table 5.2 and 5.1 compile all the previous data.
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Chapter 6

Conclusions and Future work

6.1 Conclusions
In this paper, we propose a method to evaluate RAG systems in medical
QA tasks. This work is preliminarily composed of consideration of settings
for evaluation, constructing various RAG systems and defining metrics for
the evaluation, developing a benchmark dataset, and exploring the effect of
different systems, models, and retrieval settings.

The work undertaken in this thesis has important implications. Through
implementing and comparing systems such as Naive RAG, HyDE RAG, and
LLM-only, we can carry out the extended comparison of their performance in
QA tasks. The result demonstrates that RAG systems substantially outperform
baseline models, highlighting that combining retrieval techniques with LLM
has promise for making the generated answers more reliable. Our development
of evaluation metrics tailored to medical RAG systems ensures that the
assessment captures the nuances of medical information retrieval, providing a
robust approach for future evaluations.

The created benchmark dataset, BioASQ-QA-Y/N, is a critical resource for
evaluating how well the RAG systems perform in answering yes/no medical
questions. This dataset ensures that evaluations are grounded in realistic
and challenging scenarios, mirroring real-life medical information needs.
Additionally, our exploration of the relevance score threshold reveals its
impact on system performance. The changes in the threshold will affect the
trade-off between precision and recall, which may lead to variations in the
accuracy and reliability of the RAG systems. We also tested two different
models and made a comparison analysis.

The present work fully achieves our goals and shows that combining
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retrieval and generation improves system performance greatly. The choice
of retrieval method and the careful tuning of relevance score thresholds play
crucial roles in the outcome.

The positive impact of the thesis includes an approach for more reliable
evaluation that might be applied in other medical QA RAG systems. The
methodology and findings can also inspire the design and evaluation of RAG
systems for other domains.

The presented study also shows the need for further explorations. More
advanced retrieval techniques should be tested to optimize performance. The
variability in effectiveness across different RAG configurations, especially
concerning different thresholds of the relevance score, highlights that there
is still potential for further optimization and refinement.

6.2 Limitations
Several limitations have been identified in this study. The evaluation focused
primarily on Yes/No questions, which may not represent the richness of the
medical QA tasks. Future research should consider expanding the evaluation
to include multiple-choice questions and other formats that allow golden
standard answers. This will allow for testing the RAG systems for a wide
range of question types.

Additionally, due to the substantial workload associated with human anno-
tations, the evaluation only considers accuracy as a metric for generation. This
limited scope means that other important aspects, such as understandability,
relevance, and the risk assessment of the generated answers, are not thoroughly
evaluated. These factors are crucial for ensuring that the responses generated
by RAG systems are correct, useful, and safe for patients.

The study also focuses exclusively on medical QA, meaning the findings
and methods may not directly apply to other domains. Developing similar
benchmarks and evaluation frameworks for different fields will require further
research.

Lastly, the project relies solely on OpenAI’s GPT model for testing the
RAG systems. While these models are state-of-the-art, exploring other LLMs
could provide additional insights and potentially reveal different strengths and
weaknesses in the RAG systems. Expanding the range of models used in
evaluations would help to generalize the findings and improve the robustness
of the proposed evaluation framework.
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6.3 Ethical Considerations
This paper investigates the evaluation of RAG systems in medical QA tasks, an
area that demands a careful and rigorous ethical approach given the sensitivity
of medical information. The integration of RAG systems with LLMs for
providing medical information guarantees that the produced response is
correct and reliable, as any misleading or incorrect information could have
profound implications for patient care.

In this work, ethical guidelines have been followed to protect the integrity
and dependability of the whole study process. The benchmark dataset used
in this study is BioASQ-QA-Y/N, adapted from an official dataset without
disclosing sensitive or personally identifiable information. This study also
aligns with established data protection regulations.

Moreover, it is important to critically review the potential biases in LLMs
and RAG systems so that generated medical answers would not lead to
misinformation or health disparities. The evaluation of different settings of
RAG systems aims to raise the final goal of a more accurate and reliable
way of retrieving medical information by considering the ethical objective of
enhancing technology that benefits patients.

6.4 Future work

6.4.1 Expanding the benchmark dataset
To capture the complexity of medical QA tasks more comprehensively, future
research should expand the evaluation framework to diversely typed questions
beyond Yes/No queries. Examples include multiple-choice questions and other
formats that provide golden standard answers. The extension will enable a
more thorough evaluation of the capabilities of the RAG systems.

6.4.2 Leveraging Advanced Metrics
Future research should also consider more advanced evaluation metrics to
cover a range of dimensions in the performance of the RAG systems for
understandability, relevance, and risk assessment of the answers generated.
These can ensure that the content produced is accurate, comprehensible, and
secure for end-users.
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6.4.3 Exploring Other LLMs
This project only used the GPT models of OpenAI for testing the RAG systems.
Future research should look into other LLMs, which shall be instructive in
other respects and may further reveal different strengths and weaknesses within
the RAG systems. Increasing the variety of models tested would have allowed
generalization and increased robustness of the proposed evaluation framework.

6.4.4 Generalizability to Other Domains
The study focuses totally on medical QA, but such evaluation frameworks for
other domains need to be developed to test the generalizability of the suggested
metrics and approaches. Further work should consider applying an adapted
version of the evaluation method presented in the paper to other domains,
like legal, financial, and technical information retrieval, which helps further
validate its robustness and applicability across various contexts.

6.4.5 Advanced RAG Techniques
Apply the methods developed in this work to more advanced and state-of-the-
art techniques of RAG techniques. This will include taking advantage of recent
progress in retrieval algorithms, prompt engineering, and integration methods
that still need to be assessed on RAG systems.

6.5 Reflections
Work undertaken in this thesis shows how RAG systems will revolutionize
medical information retrieval by returning appropriate and reliable responses
to patient queries.

From an economic perspective, improving the efficiency and accuracy of
medical RAG systems can reduce healthcare providers’ burden and patient
education costs.

Socially, developing robust RAG systems can enhance patient engagement
and empowerment, enabling individuals to make more informed decisions
about their health. Environmentally, the shift towards digital health
solutions can reduce the need for physical consultations and associated travel,
contributing to a lower carbon footprint.

Ethically, ensuring that RAG systems are trustworthy and transparent is
essential since it reduces the possibility of false information. This project
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underscores the importance of ongoing research and development in creating
systems that are not only technically advanced but also socially and ethically
responsible.
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% Write an abstract that is about 250 and 350 words (1/2 A4-page) with the following components:
% key parts of the abstract
% \begin{itemize}
% \item What is the topic area? (optional) Introduces the subject area for the project.
% \item Short problem statement
% \item Why was this problem worth a Bachelor's/’Masters thesis project? (\ie, why is the problem
both significant and of a suitable degree of difficulty for a Bachelor's/’Masters thesis project? Why
has no one else solved it yet?)
% \item How did you solve the problem? What was your method/insight?
% \item Results/Conclusions/Consequences/Impact: What are your key
results/\linebreak[4]conclusions? What will others do based on your results? What can be done now
that you have finished - that could not be done before your thesis project was completed?
% \end{itemize}
Recent developments and changes in Large Language Models (LLMs) have great potential for application
in the field of medical question answering (QA), particularly through Retrieval-Augmented Generation
(RAG) systems. These systems address challenges in providing reliable and personalized medical
information by integrating authoritative sources. However, evaluating their performance remains a
critical challenge, especially in sensitive medical contexts where accuracy is critical. Current
evaluation techniques often rely on heavy human annotations, making the process time-consuming and
labor-intensive. While using LLMs as evaluators has been proposed as an alternative to reduce the
manual workload, its reliability remains questionable.

This thesis introduces a new evaluation method to solve this problem, tested by constructing various
RAG systems, including Naive RAG and Hypothetical Document Embeddings (HyDE) RAG. The evaluation
leverages two different LLMs and is based on a benchmark dataset specifically designed for yes/no
medical questions, with an LLM-only system serving as the baseline. Metrics used for evaluation



include Accuracy, Precision, Recall, F1 score, Mean Accuracy (MAP), and Mean Reciprocity Rating (MRR)
to measure retrieval and generation performance comprehensively. In addition, the study explored the
impact of different search relevance thresholds and different models on the RAG system, providing
insights for further optimization.

The experimental results show that RAG systems greatly improve the accuracy and reliability of
medical information retrieval compared to baseline models. The choice of retrieval relevance
thresholds and the selection of different LLMs also impact the performance of RAG systems. The paper
proposes a robust evaluation method for RAG systems in medical QA and lays the foundation for
extending this method into other knowledge-intensive domains. Such reliable evaluations will
contribute to developing more effective and reliable medical QA systems, benefiting both healthcare
providers and patients.
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% \engExpl{If you are writing your thesis in English, you can leave this until the draft version that
goes to your opponent for the written opposition. In this way, you can provide the English and
Swedish abstract/summary information that can be used in the announcement for your oral
presentation.\\If you are writing your thesis in English, then this section can be a summary targeted
at a more general reader. However, if you are writing your thesis in Swedish, then the reverse is
true – your abstract should be for your target audience, while an English summary can be written
targeted at a more general audience.\\This means that the English abstract and Swedish sammnfattning
% or Swedish abstract and English summary need not be literal translations of each other.}

% \warningExpl{Do not use the \textbackslash glspl\{\} command in an abstract that is not in English,
as my programs do not know how to generate plurals in other languages. Instead, you will need to
spell these terms out or give the proper plural form. In fact, it is a good idea not to use the
glossary commands at all in an abstract/summary in a language other than the language used in the
\texttt{acronyms.tex file} - since the glossary package does \textbf{not} support use of more than
one language.}
Den senaste tidens utveckling och förändringar inom Stora språkmodeller (LLMs) har stor potential för
tillämpning inom området medicinsk frågesvar (QA), särskilt genom Retrieval-Augmented Generation
(RAG) system. Dessa system hanterar utmaningar när det gäller att tillhandahålla tillförlitlig och
personlig medicinsk information genom att integrera auktoritativa källor. Att utvärdera deras
prestanda är dock fortfarande en stor utmaning, särskilt i känsliga medicinska sammanhang där
noggrannhet är avgörande. Nuvarande utvärderingstekniker förlitar sig ofta på tunga mänskliga
kommentarer, vilket gör processen tidskrävande och arbetsintensiv. Att använda LLM:er som utvärderare
har föreslagits som ett alternativ för att minska den manuella arbetsbelastningen, men dess
tillförlitlighet är fortfarande tveksam.

Denna avhandling introducerar en ny utvärderingsmetod för att lösa detta problem, testad genom att
konstruera olika RAG-system, inklusive Naive RAG och Hypothetical Document Embeddings (HyDE) RAG.
Utvärderingen baseras på en referensdatauppsättning som är särskilt utformad för medicinska
ja/nej-frågor, med ett LLM-only-system som fungerar som baslinje. Mätvärden som används för
utvärdering inkluderar noggrannhet, precision, återkallande, F1 poäng, genomsnittlig noggrannhet
(MAP) och genomsnittlig ömsesidighet (MRR) för att på ett heltäckande sätt mäta prestanda för
hämtning och generering. Dessutom undersökte studien effekterna av olika tröskelvärden för
sökrelevans och olika modeller på RAG-systemet, vilket gav insikter för ytterligare optimering.

De experimentella resultaten visar att RAG-systemen kraftigt förbättrar noggrannheten och
tillförlitligheten vid medicinsk informationssökning jämfört med baslinjemodeller. Valet av
tröskelvärden för hämtningsrelevans och valet av olika LLM påverkar också RAG-systemens prestanda. I
artikeln föreslås en robust utvärderingsmetod för RAG-system inom medicinsk kvalitetssäkring och
grunden läggs för att utvidga denna metod till andra kunskapsintensiva domäner. Sådana tillförlitliga
utvärderingar kommer att bidra till utvecklingen av mer effektiva och tillförlitliga medicinska
kvalitetssäkringssystem, vilket gynnar både vårdgivare och patienter.
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%%% Local Variables:
%%% mode: latex
%%% TeX-master: t
%%% End:
% The following command is used with glossaries-extra
\setabbreviationstyle[acronym]{long-short}
% The form of the entries in this file is \newacronym{label}{acronym}{phrase}
% or \newacronym[options]{label}{acronym}{phrase}
% see ”User Manual for glossaries.sty” for the details about the options, one example is shown below
% note the specification of the long form plural in the line below
% \newacronym[longplural={Debugging Information Entities}]{DIE}{DIE}{Debugging Information Entity}
% %
% % The following example also uses options
% \newacronym[shortplural={OSes}, firstplural={operating systems (OSes)}]{OS}{OS}{operating system}

% % note the use of a non-breaking dash in long text for the following acronym
% \newacronym{IQL}{IQL}{Independent ‑QLearning}

% % example of putting in a trademark on first expansion
% \newacronym[first={NVIDIA OpenSHMEM Library (NVSHMEM\texttrademark)}]{NVSHMEM}{NVSHMEM}{NVIDIA

OpenSHMEM Library}

\newacronym{KTH}{KTH}{KTH Royal Institute of Technology}

\newacronym{LAN}{LAN}{Local Area Network}
\newacronym{VM}{VM}{virtual machine}
% note the use of a non-breaking dash in the following acronym
\newacronym{WiFi}{‑WiFi}{Wireless Fidelity}

\newacronym{WLAN}{WLAN}{Wireless Local Area Network}
\newacronym{UN}{UN}{United Nations}
\newacronym{SDG}{SDG}{Sustainable Development Goal}
\newacronym{AI}{AI}{Artificial Intelligence}
\newacronym{API}{API}{Application Interface}
\newacronym{GPT}{GPT}{Generative Pre-trained Transformer}
\newacronym{HyDE}{HyDE}{Hypothetical Document Embeddings}
\newacronym{LLM}{LLM}{Large Language Model}
\newacronym{LSTM}{LSTM}{Long Short-Term Memory}
\newacronym{MAP}{MAP}{Mean Average Precision}
\newacronym{ML}{ML}{Machine Learning}
\newacronym{MRR}{MRR}{Mean Reciprocal Rank}
\newacronym{NLG}{NLG}{Natural Language Generation}
\newacronym{NLP}{NLP}{Natural Language Processing}
\newacronym{QA}{QA}{Question Answering}
\newacronym{RAG}{RAG}{Retreival-Augmented Generation}
\newacronym{RNN}{RNN}{Recurrent Neural Networks}
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